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A structure factor is derived in the hydrodynamic limit which reflects the development of a microphase
structure during the formation of simultaneously cross-linked interpenetrating polymer networks~IPN’s!. This
structure formation is a competitive process of spinodal decomposition and frustration of the fluctuations by
increasing topological restraints due to network growth. The structure factor is compared with the scattering
intensities from small-angle x-ray scattering performed on simultaneously cross-linked IPN’s of
poly~carbonate-urethane! and poly~methyl methacrylate!. Experimental data and theory are in good agreement
for all compositions. The results give an averaged characteristic length of the frozen fluctuations which is about
2 nm for samples having one thermodynamic glass transition, as determined by differential scanning calorim-
etry, and between 15 and 35 nm for samples having two glass transitions. In contrast to the structure factor for
the microphase separation transition in homogeneous~ideal! IPN’s or block copolymers which shows aq2 and
q22 dependence at small and large scattering vectorsq, respectively, the structure factor reveals a finite
contribution in the limitq→0 and aq24 behavior at largeq values. A comparison of the data with the
Debye-Bueche law yields also a good approximation at intermediateq values and indicates agreement with a
more general treatment of scattering by an inhomogeneous solid.

I. INTRODUCTION

Interpenetrating polymer networks~IPN’s! belong to the
class of multiple-component polymer materials, which in-
clude polymer blends, block copolymers, and grafted net-
works. Each of these materials is based on a combination of
two or more polymers. Since most of the polymers are im-
miscible, as a consequence of the small contribution from the
mixing entropy of macromolecules to the free energy of mix-
ing, phase separation takes place, leading to multiple phase
morphologies in these materials. A study of the dynamics
allows the determination of the time behavior of the phase
separation, which depends on microscopic or mesoscopic pa-
rameters~e.g., self-diffusion and interdiffusion coefficients,
binary thermodynamic interaction parameters, and process
rates of possible underlying chemical reactions!. In general
two types of phase separation are distinguished: spinodal de-
composition~SD! and nucleation and growth. Whereas the
latter remains effective for the large time regime of the phase
separation, the initial regime is mainly determined by SD. A
mean field description of SD in metallic alloys was given by
Cahn and Hilliard1 and subsequently adapted to the case of
polymer blends by de Gennes2 and Binder.3 The phase sepa-
ration of blends and the resulting morphologies have been
studied by means of time-resolved and static light and small-
angle x-ray scattering,4–6 revealing dispersed and cocontinu-
ous structures with phase sizes of 102–104 nm. In the case
of copolymers the tendency to phase separate is restricted
due to chemical links between the different components and
decomposition on a macroscopic scale is not possible. For
block copolymers a microphase separation transition~MST!
does occur, leading to regular lattice morphologies with mi-

crophase sizes of 102–103 nm. The MST and the structures
in the phase-separated regime have been thoroughly investi-
gated by transmission electron microscopy~TEM!, small-
angle x-ray scattering~SAXS! and small-angle neutron scat-
tering ~SANS! experiments, as well as by relaxation
methods.7,8 The theory of the MST for copolymers has been
developed in the last decade based on a mean field approach
taken by Leibler,9 using the random phase approximation
~RPA!. The MST is controlled by two parameters, the prod-
uct of the Flory interaction parameter and the chain length
xN and the compositionf . A MST has also been predicted
by de Gennes10 for a grafted network, which is formed by
cross-linking two weakly incompatible linear polymers in
their coexistence region and then cooled down below a tran-
sition temperatureTc , described in terms of the Flory inter-
action parameterx and the average number of monomers
between cross-links. An experimental confirmation has been
done recently.11

IPN’s are composed of two~or more! chemically distinct
cross-linked networks of which at least one is synthesized in
the presence of the other, which are held together predomi-
nantly by their trapped mutual entanglements rather than co-
valent bond grafting.12,13 In the last two decades a wide va-
riety of IPN’s has been synthesized~sequential,
simultaneous, latex, gradient, thermoplastic, semi! and their
physical properties and structure have been studied by sev-
eral methods including differential scanning calorimetry
~DSC!, TEM, dynamic mechanical analysis~DMA ! , SAXS,
and SANS,14–18 Those investigations show that usually
IPN’s do not interpenetrate on a monomer scale, but have a
microheterogeneous morphology with small regions enriched
by segments of one of the components. This multiphase
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structure results from the phase separation due to thermody-
namic immiscibility of the networks, which arises during its
formation at a definite degree of conversion in the course of
the chemical reactions of polymerization and cross-linking.
This effect should not be confused with a MST~Refs. 19–
21! predicted for completed IPN’s, which is due to the co-
existence of repulsive potentials between both components
and the microscopical deformation of the mutually entangled
network chains, which leads to an attractive elastic force
between both components. This effect is based on a homo-
geneous~disordered! phase, which undergoes a MST to an
ordered phase of regular lattice morphology controlled by
compositionf and the Flory interaction parameterx. There-
fore the formation of such IPN’s must occur without any
phase decomposition. But, in general, nucleation and
growth22 and spinodal decomposition occur during the syn-
thesis of both subnetworks, in which SD often
predominates.23

In this paper a structure factor is derived in the hydrody-
namic limit, which reflects the development of microphases
due to spinodal decomposition during the formation of the
network. This theory is compared with SAXS investigations
of the morphologies of simultaneous IPN’s of
poly~carbonate-urethane! ~PCU! and poly~methyl methacry-
late! ~PMMA!, in which the monomers, cross-linkers, initia-
tors, and catalysts for both networks are mixed in the initial
state and the subsequent reactions leading to network forma-
tion occur simultaneously without any mutually interfering
graft reactions. The analysis of the scattering data gives an
estimation for the averaged characteristic lengthl of the fro-
zen microphases. For comparison the data are also analyzed
using the Debye-Bueche law.

II. EXPERIMENTAL DETAILS

A. Samples

The samples were synthesized under similar conditions as
described in Ref. 24. The PCU network was prepared by
cross-linking poly~1,6-hexane diol-carbonate! ~PC! with the
biuret triisocyanate~BTI! derived from hexamethylene diiso-
cyanate via an addition reaction. The PMMA network was
synthesized simultaneously by a free radical reaction using
ethylene glycol dimethacrylate~EGDMA! as a cross-linker
and a mixture of benzoyl peroxide~BPO!/N,N-dimethyl
aniline ~DMA ! as an initiator redox system. From the mo-
lecular weights of the PC,M̄w~PC!5850 ~1100! g/mol, and
the cross-linker used,M̄w~BTI!5500 g/mol, the molecular
weight between the cross-linksM̄ c of the PCU network
should be about 1180~1430! g/mol. The typicalM̄ c of cross-
linked PMMA is about 4000 g/mol as calculated from the
employed stoichiometry and determined by swelling mea-
surements. The glass transition temperatureTg of all samples
has been determined by DSC~Perkin Elmer, DSC 7!. The
measurements were carried out under a nitrogen atmosphere
from 270 to 200 °C at a scanning rate of 20 °C/min for
heating and cooling. The DSC data for the second heating
are shown in Fig. 1 and the values forTg are given in Table
I. Two Tg’s are found for the samples with 30 and 54 wt. %
PCU ~the second transition for sample 2 atTg5127 °C is
about 20 °C above the expected value for the PMMA com-

ponent!, whereas samples with higher PCU content, 60 and
80 wt. % have oneTg . This is in accordance with investiga-
tions on ageing in simultaneous IPN’s of PCU/PMMA,25

which show oneTg for all compositions measured by DSC
immediately after their preparation and twoTg’s for samples
with lower PCU weight fraction measured 1.5 yr after their
synthesis.

B. SAXS Measurements

The SAXS measurements were performed with a Kratky
Compact camera~A.Paar KG! equipped with a one-
dimensional position-sensitive detector~M. Braun!. Ni-
filtered Cu Ka radiation (l50.154 nm! was used. The
sample was kept in the camera under vacuum to minimize air
scattering. All data were taken at room temperature (T520
°C!. They were corrected for absorption, background scatter-
ing, slit length smearing,26 and thermal fluctuations. Primary
beam intensities were determined in absolute units
~e.u.2/nm3) by using a moving-slit method.

III. SD IN SIMULTANEOUS IPN’S

A. Structure factor

For the data analysis a structure factor is derived, which
reflects the frozen composition fluctuations due to spinodal
decomposition during the formation of an IPN. We restrict
ourselves in the following discussion to two-component
IPN’s, in which each component (A and B, respectively!
forms a separate network. Both subnetworks are connected

FIG. 1. DSC curves, relative heat flow versus temperature of
IPN’s, and cross-linked PCU.

TABLE I. Glass transition temperaturesTg of IPN’s and cross-
linked PCU, monomer unit volumesVz of PCU, and electron den-
sity differencesDh2 of IPN’s.

Sample
PCU

@wt. %# M̄ c @PCU# Tg @°C# Vz @nm3]
Dh2

@e.u.2/nm6#

1 30 1180 212.8, 103 0.83 139
2 54 1430 215.9, 127 0.99 217
3 60 1180 2.7 0.83 172
4 80 1180 29.1 0.83 317
5 100 1180 216.2
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only by mutual entanglements. Usually, the simultaneous
formation of IPN’s starts from the monomers, which form
during the IPN synthesis monotonously growing clusters
~with a given time-dependent distribution!. However, we can
approximate the evolution of the IPN on a~preaveraged!
mean field level by effective hydrodynamic equations with
time-dependent coefficients. For each component the mass
balance law holds in the hydrodynamic limit,

]r i
]t

1div j i50 ~1!

( i5A,B). The currentj i can be described in a linear theory
by j i52L ik¹mk , with the chemical potentialmk and the
generalized~nonlocal! Onsager coefficientL ik . After intro-
ducing the order parameterc(r )5(12 f )rA(r )2 frB(r )
( f5^rA&, 12 f5^rB&; f is the composition ratio!, where
rA(r ) andrB(r ) are the local concentrations of the two com-
ponents at the pointr, and an effective currentj5(1
2 f ) j A2 f j B andm5(12 f ) mA2 f mB , respectively, Fou-
rier transformation of Eq.~1! yields

]

]t
c~q!52q2L~q!m~q!1h~q,t !, ~2!

whereh is added to the linear response term to represent
thermodynamic noise corresponding to inner degrees of free-
dom. The free energy densityF for a polymer mixture in
terms of the order parameterc is given by27,28

F5
1

Na
c lnc1

1

Nb
~12c!ln~12c!2xc~12c!

1
A

2
u¹cu2, ~3!

with the Flory-Huggins interaction parameterx andAA be-
ing the characteristic minimal length of the model~in the
present caseAA is of the order of magnitude of the segment
length!. The effective chemical potentialm is the first deriva-
tive of F with respect toc. In a linear approximation of the
Fourier transform we get

m5
]F

]c~q!
.@Aq21m#c~q!, ~4!

wherem is the inverse structure factor limq→0S
21(q) which

is proportional toT2Tc andA is proportional to the gradient
energy coefficient. In the case of a distribution of molecules
~cluster! of the two network components,A andm are effec-
tive values averaged over all molecules~we use the preaver-
age approximation!. In the course of the chemical polymer-
ization and cross-linking reactions during network formation,
the mass and shape of the molecules and network fragments
change. This suggests that an additional term is present in

Eq. ~4! which describes the topological connections of the
growing network. Therefore in the simplest approximation
A, m, andC become time dependent,A→A(t), m→m(t),
C→C(t), and describe the chemical evolution of the system.
For IPN’s the free energy is given by10,29,30

F5E FAq21m1
C

q2Gc~q!2d3q, ~5!

m~q!5FA~ t !q21m~ t !1
C~ t !

q2 Gc~ t !5L~q,t !c~ t !, ~6!

whereC(t) represents the local attractive interaction that be-
comes effective when the first closed network loops are
formed and elastic forces start to counteract the repulsion of
the two network components. The chemical potentialm can
now be substituted into Eq.~2! which yields

]

]t
c~q!52q2L~q!L~q,t !c~q!1h~q,t !. ~7!

The reciprocal Onsager coefficient can be represented by3

1

L~q!
5

1

DASA~q! f
1

1

DBSB~q!~12 f !
. ~8!

In the hydrodynamic limit the monomer structure factors
S(q) i , i5A,B, can be substituted byS(0)i , which is
equivalent to the averaged~and therefore also time-
dependent! number of monomers per molecule,Ni . By as-
suming Rouse dynamics,31 i.e.,Di5D0 /Ni , whereD0 is the
segmental diffusion coefficient andDi is the effective diffu-
sion coefficient of the center of mass of componenti , with
equal effective mobility of all monomers, the Onsager coef-
ficient has a simple time-independent form

L5D0f ~12 f ! ~9!

and therefore

]

]t
c~q!52q2D0f ~12 f !L~q,t !c~q!1h~q,t !. ~10!

The solution of this linear differential equation is given by

c~ t !5E
0

t

expH 2q2D0f ~12 f !E
t

t

L~q,t8!dt8J h~q,t!dt.

~11!

For the kinetics of the chemical reactions taking place during
the IPN formation there exists a finite timet5tc above
which the separation kinetics of the IPN is suppressed, which
is close to the gel timetgel. Above this time the evolution of
the separation kinetics is frozen andc(t) becomes a static
valuecs5c(t), t.tc . From this solution the structure fac-
tor S(q) of the irreversible frozen fluctuations can be calcu-
lated as

S~q!5^c~q,t !2&5E
0

tcE
0

tc
expH 2q2D0f ~12 f !E

t

tc
L~q,t8!dt82q2D0f ~12 f !E

t8

tc
L~q,t8!dt8J ^h~q,t!h~q,t8!&dtdt8.

~12!
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Because of equipartition the thermodynamic noise satisfies

^h~q,t!h~q,t8!&5D0d~t2t8!. ~13!

Thus the structure factor reduces to

S~q!5D0E
0

tc
expH 22q2D0f ~12 f !E

t

tc
L~q,t8!dt8J dt.

~14!

Use of the mean value law for the integration yields

S~q!5D0E
0

tc
exp$22q2D0f ~12 f !L~q!~ tc2t!%dt, ~15!

with

L~q!5F Āq21m̄1
C̄

q2G , ~16!

in which Ā, m̄, and C̄ are time-averaged effective values.
The structure factor is then

S~q!5
12exp@2gL~q!q2#

q2L~q!
5F12expS 2g

q2

S0
D GS0q2 , ~17!

with

S05
1

Āq21m̄1
C̄

q2

, ~18!

in which g is an effective coefficient which depends on the
diffusion coefficient of the monomers, the composition ratio,
and the kinetics of the IPN formation determined bytc . It
should be noted that as a result of using the mean value law
for integration in the derivation of the structure factor
S(q), the values of the coefficientsĀ, m̄, C̄, andg differ
from their actual values at timet5tc , when the composition
fluctuations are frozen. They represent effective mean values
which depend on the thermodynamic history of the sample.
Thus a simple physical interpretation of the coefficients is
rather difficult. However, in contrast to the MST theories for
homogeneous~ideal! IPN’s the time-dependent structural
evolution during network formation is taken into account,
which seems to be necessary for real IPN’s.34

It should be noted thatS0 has the same structure around
the maximum given atq5q* as the structure factorSMST,
which reflects the fluctuations occurring in the disordered
phase of a homogeneous IPN close to the microphase sepa-
ration transition,20

SMST~x!5
Nefff ~12 f !

FD~x/6!1
x

21xG
21

22xNefff ~12 f !

, ~19!

with x5q2^Reff
2 &, Reff the end-to-end distance between two

mutual entanglements of the two subnetworks, and the De-
bye functionD(x)52x22@exp(2x)1x21#. The length of the
characteristic composition fluctuations of the ideal IPN is
given by

l id5
1

q*
.

A^Reff
2 &

2.33
. ~20!

In contrast tol id the characteristic length determined by the
coefficients ofS0 ,

l5
1

q*
5S Ā

C̄
D 1/4, ~21!

is an averaged length that represents the structural evolution
during network formation, which is obtained by integrating
from t50 to t5tc in the derivation ofS(q) in Eq. ~17!. Due
to this integration the structure factor,S(q) given in Eq.~17!
reveals aq24 dependence at largeq values. This result is in
contrast to the structure factors which describe the fluctua-
tions of polymer blends and block copolymers in the homo-
geneous phase close to a phase transition as well as for
grafted networks, and ideal IPN’s which all show aq22 de-
pendence at largeq values. In the limitq→0 the structure
factor vanishes for block copolymers, grafted networks, and
ideal IPN’s whereasS(q) in Eq. ~17! has a finite contribu-
tion.

B. Small-angle x-ray scattering

The relation between the absolute intensities from SAXS
measurementsI (q) ~e.u.2/nm3! and the derived structure fac-
tor S(q) is given by

I ~q!5VzDh2S~q!, ~22!

with the scattering vectorq defined as

q5
4p

l
sinu. ~23!

Vz denotes the volume per monomer unit of PCU, which can
be estimated from the molecular weightM and the density
r of the pure PCU network@r~PCU!51.39 g/cm3#,

Vz5
M

rNL
, ~24!

with NL56.0231023 mol21. Dh is the electron density dif-
ference between the IPN phases which is determined from
the experimental data by numerical integration using32

Dh25
1

2p2f ~12 f !Eqmin
qmax

I ~q!q2dq ~25!

(qmin50.12 nm21, qmax52.5 nm21). Values for Vz and
Dh2 are given in Table I.

The scattering intensitiesI (q) versus scattering vectorq
are shown in Fig. 2. For all samplesI (q) increases at small
q values which indicates the existence of heterogeneous
morphologies. For samples 1 and 2~30 and 54 wt. % PCU!
the increase in scattering intensity with decreasingq is much
larger than for samples 3 and 4 with higher PCU content.
The intensity for the pure PCU network is also given in Fig.
2, showing no characteristic scattering.

The log-log plots of intensityI (q) versusq are shown in
Fig. 3 . The scattering profiles of samples 1 and 2~30 and 54
wt. % PCU! show aq24 dependence for almost the entire
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q range which corresponds to the well-known Porod law.33

For sample 2 a slight deviation occurs at smallq values. The
scattering intensities for samples 3 and 4~60 and 80 wt. %
PCU! cannot be described by aq2x dependence for the
whole q range. At smallq valuesx is smaller than 2 and it
increases at largeq values to about 6. The lines in Fig. 3 are
fits by the structure factorS(q) given by Eq. ~17!. The
shapes of the scattering profiles and the theoretical structure
factor are in good agreement. For samples 3 and 4 slight
deviations occur at small and largeq values.

SinceS0(q) in Eq. ~17! has a maximum atq* , it is rea-
sonable to plot the scattering data asI (q)q2 versusq. The

profiles in Fig. 4 of IPN’s with 60 and 80 wt. % PCU show
the expected maximum in scattering intensity, whereas those
of samples with 30 and 54 wt. % PCU increase continuously
with decreasingq. The fits of the data using Eq.~17!, which
are identical to those in Fig. 3, are also plotted in Fig. 4. No
pronounced maxima for samples 1 and 2 may indicate that
q* is below the resolution of the Kratky camera (qmin
50.12 nm21). The coefficients (Ā, m̄, C̄, andg) and the
characteristic lengthl @Eq. ~21!# given in Table II were de-
termined. The lengths are 1.9 and 2.3 nm for samples with
60 and 80 wt. % PCU and 33.2 and 15.2 nm for samples with
30 and 54 wt. % PCU. These values correspond to the aver-
aged length of the frozen composition fluctuations that occur
during IPN formation and which are frustrated due to in-
creasing topological restraints by the growing network clus-
ters. Samples 3 and 4 seem to have a finer morphology than
samples 1 and 2. This result is in accordance with the DSC
measurements and the transmission electron microscopy in
Ref. 24. For samples 3 and 4, having oneTg , no microphase
separated structures can be resolved whereas for samples 1
and 2 two glass transitions are determined corresponding to
distinguished microphases in those IPN’s. The values of the
coefficients of the structure factorS(q) may give insight into
the chemical and physical processes during the formation of
simultaneous IPN’s, leading to the frozen composition fluc-
tuations~microphases! in these materials. Starting from the
one-phase mixture of monomers, cross-linkers, initiators, and
catalysts the chemical polymerization and cross-linking reac-
tions lead to growing network fragments and at a definite
degree of conversion the two network components start to

FIG. 2. Scattering intensityI (q) versus scattering vectorq of
IPN’s, and cross-linked PCU.

FIG. 3. Scattering intensityI (q) versus scattering vectorq of
IPN’s. The lines are fits by the structure factorS(q) @Eq. ~17!#.

FIG. 4. Scattering intensityI (q)q2 versus scattering vectorq of
IPN’s. The lines are fits by the structure factorS(q) @Eq. ~17!#.
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phase separate due to thermodynamic immiscibility. This de-
composition process is restricted by topological connections
of network fragments, which lead to local attractive interac-
tions represented byC̄. This coefficient is 104 times smaller
for samples 1 and 2 than for samples 3 and 4. This large
difference in theC̄ values seems to herald the appearance of
the secondTg . The coefficientg which represents the rela-
tive mobility of the components during the network forma-
tion is larger for samples 1 and 2. So the restriction of the
decomposition in these samples seems to be weaker as com-
pared to samples 3 and 4, leading to a larger characteristic
length l of the composition fluctuations. Finally the fluctua-
tions are frustrated at timet5tc by the increasing irrevers-
ible topological restraints due to network growth. These re-
sults are in accordance with a recent Monte Carlo study of
interpenetrating network formation34 for a class of simulta-
neous IPN’s including the system investigated in this paper.

In previous scattering experiments on IPN’s the scattering
data were analyzed by a statistical approach using the struc-
ture factor of Debye-Bueche,35–37

SDB~q!5
S~0!

~11j2q2!2
, ~26!

which assumes a random distribution of phases with differ-
ent sizes and shapes. A correlation functiong(r ) is used to
describe structural features. For a multiphase system it gives
the probability that two points separated by a distancer will
still be in the same phase. In the Debye-Bueche approach an
exponential correlation function is used,

g~r !5g~0!exp~2j/r !, ~27!

with the correlation lengthj. We also applied the Debye-
Bueche law@Eq. ~26!# to fit the scattering data. The quality
of the fits is comparable to those using Eq.~17!.

Values ofS(0) andj are given in Table II. The correla-
tion lengths are 1.7 and 2.4 nm for samples with 60 and 80
wt. % PCU which are close to the averaged characteristic
length determined by Eq.~21!. The correlation lengths are
23.3 and 9.1 nm for samples with 30 and 54 wt. % PCU,
respectively, which are at least of the order of magnitude of
the corresponding characteristic lengthl .

The comparison of the structure factor in the hydrody-
namic limit for IPN’s and the Debye-Bueche theory which is
used to describe the structure of different kinds of materials
~glasses, foams, etc.! shows that they are in remarkable
agreement. It is not trivial thatl and j are equal or close

sincej in the Debye-Bueche theory is the correlation length
of a final structure whereasl represents a time average of the
characteristic length during the structural evolution of the
IPN formation~see below!. Therefore one can conclude that
either the correlation length of fluctuations close to the pin-
ning at timet5tc is represented with a large weight in the
integration or that the structure having the final correlation
length has been already developed at the very early stages of
IPN formation. Although both approaches are in agreement
with the scattering data, the structure factor derived in this
paper is more appropriate for simultaneous IPN’s since it
takes the time-dependent evolution of the structure into ac-
count. In the special case of IPN formation consideration of
the decomposition kinetics gives an adequate description of
the experimental results in contrast to the MST theories for
homogeneous~ideal! IPN’s.

IV. CONCLUSION

The structure factor for IPN’s derived in this work takes
into account the frustration of the composition fluctuations
by increasing topological restraints during network forma-
tion. In contrast to the structure factorSMST(q) for ideal
IPN’s the structure factor shows a finite contribution in the
limit q→0 and aq24 dependence at largeq values which
corresponds to the well-known Porod behavior. The shape is
comparable to the approach by Debye and BuecheSDB(q),
which gives a very general description of the final structure
by assuming a random distribution of sizes and shapes, but
does not consider structural evolution of the microphases
during IPN formation. The derived structure factor is in good
agreement with the experimental small-angle x-ray scattering
data for simultaneously cross-linked IPN’s with a very fine
morphology with a characteristic length of about 2 nm as
well as for IPN’s with larger microphases with a character-
istic length between 10 and 35 nm.
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TABLE II. Coefficients ofS(q) @Eq. ~17!#, characteristic lengthl of frozen microphases of IPN’s as
determined from the coefficients ofS(q) @Eq. ~21!#, and correlation lengthj andS(0) of the Debye-Bueche
structure factorSDB(q) @Eq. ~26!#.

PCU @wt. %# Ā m̄ C̄ g l @nm# j @nm# S(0)

30 1.59 0.3531022 1.331026 8592 33.2 23.3 22.63106

54 1.18 2.2731022 22.031026 3027 15.2 9.1 1.53106

60 0.22 1.3931022 1.831022 2722 1.9 1.8 0.123106

80 0.45 5.8931022 1.531022 398 2.3 2.2 0.213106
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