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Crossover between different regimes of current distribution in the quantum Hall effect

N. Q. Balaban, U. Meirav, and Hadas Shtrikman
Braun Center for Submicron Research, Weizmann Institute of Science, Rehovot 76 IOO, Israel

(Received 3 April 1995; revised manuscript received 24 May 1995)

The distribution of current density in the quantum Hall effect can be probed by the channel-width depen-
dence of the critical current. Both linear and sublinear dependence have been found in such experiments. We
observe a crossover from linear to strong sublinear behavior, in the same samples, upon the increase of carrier
density. This crossover suggests the existence of qualitatively different regimes of current distribution. The
linear behavior is attributed to percolative transport through numerous, randomly distributed microscopic
channels, due to strong density fluctuations within the sample. The sublinear regime, on the other hand, is
associated with relatively better homogeneity, where the macroscopic polarization of the channel leads to a
current distribution that is weighted towards the sample boundaries. Our conclusions may resolve the conliict
between recently reported experiments.

The past few years have seen a renewed interest in the
question of current and potential distribution in the quantum
Hall effect (QHE). The main features of the QHE, ' namely,
the vanishing of the longitudinal resistance p and the exact
quantization of the Hall resistance p r=h/ie, i being an
integer, are explained by models that differ widely in their
picture of the current distribution. The universal nature of the
effect makes most experimental measurements insensitive to
the spatial distribution of current within the sample. There-
fore, discrimination between the different models is not
straightforward. The earliest approach pictured the trans-
verse potential gradient, namely, the Hall field, to be uniform
in the bulk of the sample, leading to a uniform current-
density distribution. A later picture attributes the potential
drop, and therefore the current, to the edges of the sample
only. ' Yet another view, when inherent random potential
fluctuations are taken in account, su gests the predominance
of random percolating current paths. The subtleties involved
in two-dimensional electrostatics at high magnetic field were
first pointed out by Halperin, when evaluating the potential
created by a redistribution of charge at the edges of the
sample. MacDonald, Rice, and Brinkman showed that the
potential has to be calculated in a self-consistent way, their
calculations resulting in a nontrivial potential profile, even in
the clean sample limit. Recently a model that combines bulk
and edge electrostatics was derived. However, a complete
picture including potential fluctuations, which are present in
any realistic sample, is still unavailable. Similarly to the
theory, where the issue of current distribution remained
muddled, experiments that attempted to probe the current
distribution gave different results, depending on the experi-
mental method used. '

In a recent set of experiments, '" we have shown an
indirect way to probe the current distribution in the QHE
regime. The idea was to measure the critical current I, that
breaks the dissipationless flow of the QHE, in samples of
different widths. This breakdown of the integer QHE at high
currents was discovered shortly after the QHE itself, but its
mechanism and dependence on various experimental param-
eters are still only partially understood. Nevertheless, we ar-

gued that the dependence of I, on S', the width of the chan-
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FIG. 1. Critical current vs the channel width measured in the
samples of Ref. 11 for filling factors v=1 (~) and 2 (~). The
dashed lines are logarithmic Ats.

nel, is closely linked to the actual distribution of currents
across its transverse direction. This dependence was found to
be strongly sublinear, apparently logarithmic, as seen in Fig.
1. Similar results on different material samples have been
shown in Ref. 10.

We interpreted these results in the framework of a self-
consistent calculation of the potential drop across the sample.
The condition that the potential has to fulfill, in order to
reconcile the electrostatics and the quantum-mechanical den-
sity of states, was first derived by MacDonald, Rice, and
Brinkman. Following the subsequent works of Thouless'
and Beenakker that solve this equation under ideal sample
conditions, we were able to show that the resulting poten-
tial drop across the sample indeed leads to a logarithmic
dependence of I, on S', in agreement with our experiments.

However, this result was in disagreement with recent ex-
periments done in similar conditions by Kawaji, Hirakawa,
and Nagata, who found a linear dependence of I, on W. In
fact, other experiments also hinted that the relation between
I, and 8' is not universal. Haug, von Klitzing, and Ploog
have found a sublinear dependence in Hall bars of different
width, and an approximately linear dependence in corbino
geometry samples, whereas Boisen et al. ' have measured a
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TABLE I. Summary of the properties of the materials used in different experiments to determine the
dependence of I, vs W: n (10"cm ), p, (10 cm /Vs), and s (nm). Sublinear dependence is observed in
samples having large spacers and high mobility.

Ref. 11 Ref. 10 Ref. 15 This work

Before illumination After illumination

p
S
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54

sublinear

2.1
7.0
36

sublinear

2.1

linear

2.5
0.5

linear

1.3
1.2
40

linear

2.1
40

sublinear
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linear dependence of I, on O'. Such discrepancy between
similar experiments motivated us to seek the causes of this
apparent contradiction.

In this paper, we report on further measurements that may
explain the difference between these experiments, and help
clarify the issues affecting current distribution in the QHE.

One apparent parameter that was different in Refs. 15 and
17 from our experimental values was the significantly lower
mobility of their samples (see Table I). In fact, as we shall
argue below, the mobility is not the only relevant parameter
to differentiate between the samples, but it does underline
that the heterostructures used were of different quality. This
hint led us to perform a set of measurements with low-
mobility material, but with otherwise identical conditions to
our previous experiments. The materia1 used had a mobility
of p, = 1.2X 10 cm /V s, and a sheet carrier concentration of
n = 1.3X 10" cm when cooled in the dark. The samples
were patterned exactly as in our previous set of
experiments, on a single chip, in widths ranging from 10 to
100 p, m, and inserted in a dilution refrigerator. I, was deter-
mined for each of the different widths by repeatedly scan-
ning the magnetic field around the integer filling factor, and
increasing the current in small steps (Fig. 2), with J, defined
as the value beyond which there was no plateau of p =0.

The sharpness of the breakdown was also checked by mea-
suring the current-voltage characteristics at fixed magnetic
field (inset of Fig. 2).

In contrast to the results we obtained on high-mobility
samples, the dependence of I, on 6" is found to be linear, as
shown by the circles and the dashed-line fit in Fig. 3. This
result rules out explanations attributing the discrepancies be-
tween the different measurements to the sample geometry or
the experimental setup, and focuses attention on the intrin-
sic properties of the materials used. In order to increase in
situ the mobility, we performed a sequence of brief illumina-
tions of the samples with a light-emitting diode placed inside
the dilution refrigerator. Each illumination resulted in a fur-
ther increase in density and mobility. After each illumination,
the values of I, were measured in the dark, for each width;
thus, the effect of the increasing n and p, on I,(W) was
determined.

The illumination of Al, Ga, „As/GaAs heterostructures at
low temperature is known to be able to increase the carrier
concentration and the mobility in the two-dimensional elec-
tron gas (2DEG). The irreversible ionization of the DX
centers present in the donor layer results in a persistent
higher carrier concentration. After a erst short illumination,
the carrier concentration, as determined from Shubnikov —de
Haas measurements, increased from 1.3 to 1.5X 10 cm
and the mobility increased from 1.2 to 1.4X 10 cm /V s. As
the carrier concentration was higher than before illumination,
the magnetic field was increased commensurately in order to
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FIG. 2. Determination of I, by measuring p vs magnetic field,
around v=2, for a sample of W=20 p, m, at increasing currents.
The current increment between consecutive curves is 0.136 p,A; the
bottom curve starts at 2.318 p,A. I, is the current at which the

p =0 plateau is fully eliminated. Inset: voltage vs current for the
same sample at 8=2.6 T.
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FIG. 3. Critical current vs the channel width measured in the

low-quality samples of this work, before illumination (0) and after
long illumination ( ). The dashed line shows the linear fit.



CROSSOVER BETWEEN DIFFERENT REGIMES OF CURRENT R5505

keep the filling factor constant, therefore increasing the en-

ergy gap. The higher energy gap resulted in a somewhat
higher I, , while still keeping its linear dependence on W.

A more prolonged illumination, followed by the same se-
quence of measurements, gave the following results: p, in-
creased again, from 1.4 to 2.1X10 cm /Vs while n in-
creased from 1.5 to 2.2X10 cm . However, this time the
critical current developed subl'inear dependence on W, as
shown by the squares in Fig. 3. Note the remarkable fact
that, for the wide samples, I, decreased after illumination
despite the higher magnetic field, whereas for the narrow
widths I, still increased.

By modifying the properties of the 2DEG we were thus
able to go from linear to strongly sublinear dependence of
I, on O'. As this dependence is believed to reflect the distri-
bution of currents in the sample, it suggests that the current
distribution had qualitatively changed after illumination.

In order to understand these findings, one must recall that
the self-consistent calculations of the Hall potential in the
QHE assumed a perfectly homogeneous sample. In a real
sample, the random distribution of donors induces substan-
tial fluctuations in the density of the 2DEG. The potential
fluctuations from the donor layer will be smeared on a scale
comparable to the spacer thickness s, typically hundreds of
angstroms, which is the distance between the 2DEG and the
donor layer. In order to screen the larger-scale fluctuations, a
redistribution of charge in the 2DEG is needed. As long as
the required charge redistribution is small compared to the
total density of electrons in the 2DEG, screening will be
relatively effective. If the fluctuations demand a substantial
amount of carrier redistribution, screening will be incom-
plete and the sample will be divided into regions of varying
carrier density. The characteristic length scale 8, of these
large charge-density fluctuations has been shown by Efros
to be related to the number of ionized impurities N+ and the
2DEG carrier density n by

R,= gN+ jn.

Typical values of N+ and n lead to a scale of a few thousand
angstroms. Fluctuations on comparable or smaller length
scales will be rather large and will result in nonuniform car-
rier concentration. This result is only approximate, as it ig-
nores other space-charge regions such as the surface and the
unintentional impurities in the nominally undoped regions.
However, numerical calculations by Nixon and Davies
have shown that strong fluctuations in the electron density
are indeed present on scales of thousands of angstroms at
zero magnetic field B. At large 8, the screening of potential
fluctuations is much less effective, as these fluctuations have
to be compared to the number of electrons in the highest
occupied Landau level (LL), which is smaller than the total
density of electrons at least by a factor of p. As soon as the
fluctuations are strong enough to alter the occupation of the
highest LL, the screening, and hence the filling factor itself,
will be highly nonuniform in the sample.

Under such conditions, the sample is divided into com-
pressible regions with partial occupation of the highest LL
and incompressible regions with fuH LL occupation. The dis-
sipationless current flows in distinct percolating paths of the
incompressible Quid around the compressible islands. This
picture of percolating transport was shown by Luryi to ex-
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FIG. 4. Simple computer simulation illustrating density Auctua-
tion in a 1 X 1-p,rn area of 2DEG with 40-nm spacer thickness, at
high magnetic field, as described in the text. The dark areas corre-
spond to incompressible regions with full occupation of the topmost
LL. The bright areas indicate compressible regions with different
carrier density. Dissipationless transport occurs through the dark
areas of incompressible 2DEG, forming a network of parallel mi-
croscopic channels. The total current capacity, being the sum of
currents in these channels, is linear in the number of such channels,
hence linear in 8'.

plain the main features of the QHE. To help visualize this,
we show in Fig. 4 a computer simulation of the density Auc-
tuations in a 2DEG in the QHE. It was produced first by
randomly distributing donors in a 2D plane, and averaging
the induced potential and carrier density on the scale of the
spacer. Translating these density fluctuations in terms of full
and partial occupation of the LL's, and presenting them as
dark and bright areas, respectively, results in the landscape of
Fig. 4, where dark areas represent incompressible regions.
This simple approach is not a complete description of the
real fluctuations, but it gives a qualitative picture of the di-
vision of the current into separate paths. Under conditions of
QHE, current fiows through the dark regions of incompress-
ible liquid, in many parallel channels that are separated by
islands of compressible liquid. In a typical sample of
W= 10 p,m, there will be -50 such channels.

We now turn back to the issue of breakdown and the
dependence of I, on the sample width. Clearly, if density
fluctuations divide the sample into multiple channels, I, will
just be the sum of the currents in all the participating micro-
scopic channels when each of the latter is carrying the maxi-
mum dissipationless current it can sustain (before the onset
of dissipation in that particular channel). Note that the
mechanism for dissipation in these microscopic channels
does not affect this qualitative argument. For macroscopic
samples, this statistical sum will have a linear dependence on
the number of such channels, and hence on the width. In
other words, the linear dependence observed could then be
due to the division of the current among multiple paths that
percolate through the sample.

As mentioned above, such a picture is possible in the
QHE even in samples that are not strongly affected by po-
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tential fluctuations at B=0. At a filling factor of 2, where the
present experiments were done, fluctuations of the order of
25% will drastically alter the occupation of the highest LL.
We note that the carrier concentration measured by low-field
Hall resistance in various narrow samples and between dif-
ferent probes indeed showed fluctuations of -20%%uo. Further-
more, the latter decreased after illumination. These measure-
ments are certainly not an accurate evaluation of the smaller-
scale fluctuations in the samples, as they average out
variations across the width of the channel. Still, measure-
ment of such large-scale fluctuations suggests not only that
the material used is far from homogeneous, but also that
illumination does to a certain extent improve its uniformity.
This is in agreement with Eq. (1), where an increase in n will
reduce R, , therefore reducing the amount of unscreened
fluctuations. The simulations of Nixon and Davies also indi-
cate that an increase in carrier concentration will lead to a
reduction of the potential fluctuations. This reduction of the
potential fluctuations at B= 0 wi11 also decrease the inhomo-
geneity in the QHE regime by reducing the width of the
compressible islands. Furthermore, as the increase in the car-
rier concentration requires a higher magnetic field to keep
the filling factor constant, the larger energy gap will further
decrease the amount of fluctuations.

Although p, is the usual parameter used to characterize
the quality of the material, there is no one-to-one correspon-
dence between p, and long-range density fluctuations. Nev-
ertheless, the increase in mobility after illumination as p,
~n, a=1.5, is consistent with the prediction for remote
impurity scattering and demonstrates the decreasing influ-
ence of the potential fluctuations on the 2DEG.

We can therefore attribute the linear dependence of I, on
8' in this experiment to the strong inhomogeneity of the
sample that divides the current among microscopic channels,
the contributions of which sum in a linear way. The cross-
over to a regime where the dependence of I, on W becomes
sublinear is achieved by a sufficiently long exposure of the
sample to light, which increases n and reduces inhomogene-

ity, therefore moving the sample closer to the uniform wide-
channel model used previously to describe high-quality
samples, which indeed predicts such sublinearity.

Thus, we are now in a position to give a plausible expla-
nation for the discrepancy in the dependence of I, on R' in
the other experiments mentioned above. In Table I, we list
the parameters of the materials measured in the different ex-
periments together with the dependence obtained. The corre-
spondence between the parameters of the samples and the
amount of fluctuation is not straightforward, due to compet-
ing effects. As argued above, for a given impurity potential,
high carrier concentration will reduce fluctuations, but, usu-

ally, as in the sample of Ref. 15, small spacers are needed to
reach high n. On the other hand, the small spacer in this
sample means stronger potential fluctuations, so the linear
dependence obtained is not altogether surprising. In order to
determine the homogeneity of the samples one should there-
fore include self-consistently the dependence on s, n, and
N+. The latter is usually not accurately known. Still,
samples showing linear dependence have at least one of the
three hallmarks related to poor homogeneity: low p, , low n,
or small s.

In conclusion, the relation between the critical current and
the channel width is not universal and reflects the possibility
of having very different patterns of current distributions in
the QHE regime. By means of in situ illumination, we were
able to measure in a single material both linear and strongly
sublinear dependence of I, on W. We interpret this as an
improvement in the relative homogeneity of the sample after
illumination, thus linking the dependence of I, on 6' to the
quality of the material used. This suggests a resolution of the
discrepancy between previous experiments done on different
materials, and demonstrates the importance of inhomogene-
ities in the QHE.
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