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We describe a technique for measuring small heat capacities below room temperature, which
represents a simple but significant improvement of the conventional dift'erential thermal-analysis (DTA)
method by means of high-precision electronic components. It is thereby possible to measure the heat
capacity C( T) of milligram samples with a relative accuracy 5C/C (0.02%. This simple and fast DTA
method is suitable not only to detect the specific-heat discontinuity at T, of high-temperature supercon-
ductors, but also to study the thermodynamics at the irreversibility boundary H;„(T)in the magnetic
phase diagram of cuprate superconductors. From respective measurements on a YBa2Cu307 single crys-
tal, we deduce an upper limit for a latent heat L associated with a hypothetical first-order transition at
H;„(T), namely L (0.05ke T per vortex per layer for an external field poH =7 T parallel to the c axis of
the investigated specimen.

I. INTRODUCTION

The electronic specific heat of cuprate superconductors
is the subject of many recent experimental studies. '

The interpretation of corresponding heat-capacity C( T)
data taken in the superconducting state is still controver-
sial, however. ' ' In order to come to a conclusive inter-
pretation of experimental data, a lot of efforts have been
made to improve the precision of such measurements.

It is a fact that the classical heat-pulse method for
measuring heat capacities is not adequate to resolve
discontinuities in the specific heat at the critical tempera-
ture T, of copper oxide superconductors, which are typi-
cally of the order of 3% of the total signal or less due to
the dominant phonon background at these temperatures.

SuKciently accurate results for relative changes in the
heat capacity have been obtained in ac calorimetry exper-
iments, ' ' in which signal averaging over time allows a
very precise evaluation of variations in C(T), especially
for small samples (i.e., sample masses less than 1 mg). "
Unfortunately, such techniques are rather time consum-
ing, and absolute C ( T) values cannot be reliably ob-
tained.

One of the best methods operating at temperatures of
the order of T, (i.e., around T= 100 K) is the
continuous-heating technique, ' in which the temperature
evolution of the sample due to a continuous heat supply
is used to calculate C( T). Such experiments yield
specific-heat data of high absolute and relative accuracy
(=l%%uo and (0.02%, respectively ), with an impressive
data-point density on the temperature scale. Although
the investigated specimens need not be extremely large,
sample masses larger than 100 mg are usually required.
Moreover, a certain technical effort has to be made to
maintain perfectly adiabatic conditions.

Special electrical-regulation circuitry is also needed in
one version of a differential calorimeter, in which the
heating power is adjusted such as to maintain zero tem-

perature difference between the sample and a reference
sample with known heat capacity. This technique has
been reported to yield very accurate results, but sample
masses of the order of grams are required.

At temperatures well below T„where large internal
equilibrium times make the use of ac or continuous-
heating techniques impracticable, the relaxation tech-
nique has been proven to be one of the most reliable
methods for determining heat capacities. In such experi-
ments, the temperature relaxation of a sample due to a
calibrated heat link to a thermal bath is monitored as a
function of time. ' The relatively large time constants in-
volved make these experiments time consuming, and the
absolute accuracy of respective heat-capacity data is
somewhat limited for sample masses smaller than =10
mg, however.

A more qualitative tool for investigating the thermo-
dynamics of chemical reactions and phase transitions is
the diff'erential thermal-analysis (DTA) technique, which
is widely used in chemical and material sciences. In a
typical experiment, the specimen and a reference material
of similar heat capacity are heated simultaneously. If the
two samples are sufficiently thermally insulated from
each other, changes in the temperature difference be-
tween the sample and the reference material reAect heat-
capacity variations or indicate the occurrence of chemi-
cal reactions. Typical heating rates are of the order of
several degrees per minute. Under such conditions, how-
ever, the samples are not always in thermal equilibrium.
The resulting problems with the geometry of the samples
and the sample holders make a calculation of absolute
heat-capacity data rather complicated, and it is therefore
rarely done in practice. '

In this paper, we describe how to use the standard ex-
perimental configuration of the DTA technique to obtain
very accurate heat-capacity data below room tempera-
ture. The use of high-precision electronic components
makes it possible to achieve a relative accuracy
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5C/C (0.02% in the heat capacity C on samples of mil-
ligram size, independent of the strength of an externally
applied magnetic field. This accuracy is at least of the
same order of magnitude as that reached with the fre-
quently used continuous-heating technique, where
significantly larger sample masses are usually required.
Moreover, the method is time saving and very simple to
apply since neither circumstantial calibration work nor a
very precise temperature regulation is necessary in princi-
ple. Heat-capacity measurements can be done upon heat-
ing or cooling the samples. This allows us, for example,
to take data while cooling a specimen in an external rnag-
netic field.

In the first part of the paper, we will discuss how heat-
capacity C ( T) data can be obtained from such DTA ex-
periments (Sec. II), and how a first-order phase transition
can be identified in general (Sec. III). In the second part
we will present the respective results from measurements
of the heat capacity on monocrystalline YBa2Cu 307
around the transition to superconductivity in order to
demonstrate the efficiency of the technique presented
here (Sec. IV). In Sec. V we will finally give an upper lim-
it for the latent heat L associated with a hypothetical
first-order transition at the irreversibility boundary
H;„(T)for external fields H parallel to the c axis of the
investigated crystal.
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FIG. 1. Schematic view of the standard DTA configuration
used for the present work. The sample (heat capacity C„tem-
perature T, ) and a reference sample (heat capacity C„tempera-
ture T,) are thermally connected to a heat reservoir (tempera-
ture Tb) via the heat links k, and k, . The effect of an additional
unwanted link k is discussed in an Appendix to this paper.
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II. THE PRINCIPLE OF THK MEASUREMENT U o.6

A schematic view of the standard DTA configuration
used for the present work is shown in Fig. 1. The sample
(with heat capacity C, at a temperature T, ) and a refer-
ence sample (at a temperature T„with known heat capa-
city C„)are thermally connected to a heat reservoir (tem-
perature Tb) via the heat links k, and k„,respectively.
The experimental realization of these heat links is not
relevant for the following calculation (see below). For
completion we may also include a thermal connection k„,
between the sample and the reference object although it is
possible to thermally isolate the two specimens from each
other in a real experiment, i.e., k„,«k, and k„.Results
of a calculation taking the effect of a nonzero k„,into ac-
count are discussed in an Appendix to this paper.

If the temperature of the thermal bath Tb varies with
time, we may describe the system according to the equa-
tions
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A. Steady-state approximation

It is instructive to first consider steady-state solutions
of Eqs. (1) when C, and C„areassumed to be temperature
independent, and Tb(t) is a linear function of time. In or-
der to avoid the above-mentioned thermal-equilibrium
problems in the present version of DTA experiments, we
choose the characteristic time constants of the system,
rJ. = CJ /k~. (with j=s or r) to be larger than the internal
equilibrium times of the samples, ~;„„whichare typically

FICx. 2. (a) Evolution of the quantity ECo calculated accord-
ing to Eq. (2) (in units of the effective heat-capacity difference
AC, here assumed to be constant), as a function of time t (in
units of the time constant ~, =C, /k, ). ACO asymptotically ap-
proaches hC for t &)~,. The inset shows the respective time
dependence of the temperatures T, and T, . Tb has been chosen
to vary linearly with time. (b) Influence of the heating rate T&

on the quantity ECO when crossing a sharp feature in the heat-
capacity difference AC (thick solid line), qualitatively plotted on
an arbitrary temperature scale.
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less than r;„,= I s at T= 100 K (see below). We obtain
in a straightforward way T, = T, = Tb, and Tb —T
=

C~ Ts/ki. Assuming identical heat links, i.e., k, =k„,
we 6nd that the quantity

T.—T.
ACO =C„

r b

(2)

approaches asymptotically the heat-capacity difference
hC =C, —C„attimes t »~ after switching on the linear
temperature ramp Ti, (t) [see Fig. 2(a)]. In a more realis-
tic scenario, the heat capacities C, and C„aretempera-
ture dependent, and Tb(t} can deviate from linearity. It
may then be argued that ECo still approaches AC for
t »~ as long as heat-capacity changes and variations of
Tb in time are su%ciently slow, i.e., occur on a time scale
much larger than ~ .

It is very easy to measure the temperatures T„T„,and
Tb in an experiment. If k, =k„hCO calculated accord-
ing to Eq. (2) (hereafter often denoted as "raw data")
represents an excellent approximation for the heat-
capacity difFerence bC, and can be determined without
knowledge of the absolute values of k, and k„.

A sharp feature in the quantity C, and thus in b, C will
be smeared out due to the finite thermal relaxation of the
system, however. This occurs on the time scale
r, =C, /k, . Within this time the sample will be heated by
6T=~, T, =v, Tb = Tb —T„which is therefore a measure
for the resulting broadening effect on ECo(T) on the tem-
perature axis [see Fig. 2(b)]. According to Eq. (2}, heat-
capacity differences 4C with respect to a known refer-
ence capacity C„canbe determined within this instru-
mental uncertainty simply by simultaneously monitoring
the temperature differences T, —T„and T„—Tb, without
calculating any derivative in time or in temperature. The
above-mentioned limit

~ Tb —T, ~
in the instrumental tem-

perature resolution for b, CO(T) can be reduced by slow-
ing down the variation Tb(t) of the heat reservoir since
T&

—T, =C, Ti, /k, [see Fig. 2(b)].

B. Exact results

Without a knowledge of the general exact solutions for
T, (t) and T„(t)we can nevertheless find an exact relation
for the heat-capacity difference

k,hC=C, —C, =
T

T. T.—T.
C, +1 —C„,

and hence

k, T„
C, =bC+C„= . (bCO+C„).

Ts
(4)

The ratio T„/T, is exactly one for a steady-state solution
of Eqs. (1) (see above). It may deviate from unity when
sudden heat-capacity changes occur, or more generally
under non-steady-state conditions, e.g. , after starting the
temperature ramp Tb ( t). The above-mentioned broaden-
ing in temperature of b.CO(T) raw data by ~ T&

—T, ~
is a

direct consequence of fixing T„/T,=1 in Eq. (2). It can

thus be eliminated in principle by calculating the time
derivatives T, and T„from experimental T, (t) and T„(t)
data, respectively, and inserting these quantities in Eq.
(4).

Note that in the above calculation it was not required
that the heat capacities C, and C, are similar. In this
sense Eq. (4) represents an exact relation obeyed by any
solutions T, (t) and T„(t)of Eqs. (1) for arbitrary C, (T),
C„(T), and Tb(i), even far from steady-state conditions.

C. Absolute accuracy of heat-capacity C, ( T) data

A discussion about the absolute accuracy of heat-
capacity C, values has to include the case k,k„. From
Eq. (4) it is clear that an uncertainty in the ratio k, /k„
leads to an error in the absolute value of the total heat
capacity C, as well as in b C. In practice it is somewhat
dificult to fabricate two exactly identical heat links to the
heat reservoir, especially when experiments are done at
high temperatures where an additional heat transfer due
to thermal radiation has to be taken into account. In an
experiment such links may consist, for example, of thin
metallic wires with cross section S, length 1, and
thermal conductivity A, , so k„;„=A,S„/l . If the
thermally conducting wires are made of the same materi-
al, the ratio k, /k„should not depend on temperature as

long as thermal radiation is negligible. At high tempera-
tures Tb, however, this radiation may dominate the
thermal conduction of the wires, i.e.,
k„d-4Ao.STb »k„;„,where A is the emissivity factor
of the specimen surface S, and o. =5.67 X 10
Wm K . The ratio k, /k„should then again be ap-
proximately temperature independent. In between these
two extreme cases, k, /k„may vary smoothly as a func-
tion of temperature between the two limiting values. To
minimize the uncertainty about this factor, it is necessary
to make the thermal connections as identical as possible.
It is also preferable to choose a reference specimen with a
surface similar to that of the sample under investigation.
Without these experimental precautions regarding the
heat-link ratio k, /k„, very accurate absolute values for
C, cannot be obtained. Luckily it is not necessary to
have a knowledge about the individual values of k, and
k„.

A very reasonable approach for handling the problem
of an unknown heat-link ratio k, /k„ is to calculate the
quantity b, CO+C„using Eq. (2) and compare the result
with reliable reference data C, for the sample material at
selected temperatures, if such data are available. Accord-
ing to Eq. (4) the two sets of data essentially differ by the
factor k, /k„. The raw data ECo+ C, may now be multi-

plied, if necessary, by a smooth function fitting the
temperature-dependent k, /k„values thus obtained. Such
a procedure recalls data-correction techniques used to
treat corresponding raw data from ac calorimetry experi-
ments. The correction is not drastic in the present DTA
technique, however, if the heat links are reasonably well
constructed. For the experimental data to be presented
below, corrections of that kind have been estimated to be
smaller than 5% of the total heat capacity.
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D. Relative scatter of heat-capacity C, ( T) data
and the instrumental broadening on the temperature scale

The relative scatter in ACo raw data is essentially
determined by the experimental resolution in T, —T„and
T„—Tb, respectively [see Eq. (2)]. If the reference ma-
terial does not show any discontinuity in its heat capacity
C„(here assumed to be an exactly known quantity}, ex-
perimentally measured T„(t) TI, (t)—values can be safely
substituted by a smoothly fitted function since T„—Tb is
essentially proportional to C„.It is therefore obvious
that in practice a scatter in the raw data ACO is related
only to a corresponding uncertainty in T, —T„.If we are
able to measure this difference with a certain temperature
resolution 8, the relative scatter in 5b, CO/C„will be of
the order of 8/( T„—Tl, ). Slowing down the temperature
variation Tb(t) with the aim of reducing the above-
discussed instrumental broadening 5T=

~ TI, —T, ~

=
~ T, —TI, ~

in temperature leads therefore to an inevit-
able increase in the scatter M, CO/C„. The product of
these two uncertainties, 5T5b, COIC„=8, is an instru-
mental constant fixed by the resolution 0 for measuring
T, —T„.Selecting C, =C, will minimize the quantity
T, —T„which can then be measured using the highest
accuracy range available on a suitable electronic device.
It is only for this purpose that it is preferable to choose
the reference heat capacity C„asclose as possible to the
unknown heat capacity C, .

Similar arguments can be used to show that the above
discussed correction of measured b Co raw data by the
factor T„/T, [see Eq. (4)] does not really lead to an im-
proved overall accuracy of the measurement,
5T56CIC„,if the time derivatives are naively calculated
according to the approximation T(t) = [T(t + b t )—T(b, t)]/b. t. The relative error introduced by such a
calculation of T, and T„ is of the order of
5b, CIC, =8!T&b,t, while the uncertaimy in T remains
5T=T&ht, and hence 5TM,CIC„=8. Nevertheless, a
very significant improvement can be achieved by least-
squares fitting of suitable smooth functions, e.g. , polyno-
mials, to the measured T, (t) and T„(t)data, respectively,
and calculating the respective derivatives directly from
these functions. With such a procedure, the smearing on
the temperature axis in the raw data b Co( T) can be
essentially removed without enhancing the scatter 56C
in the b, C data corrected according to Eq. (4) (see below).
In practice, it is the internal thermal relaxation time ~;„,
due to the finite thermal constants of the sample which
defines a lower limit for the instrumental resolution in
temperature, i.e., 5T & 7 „,Tb.

III. DETECTION OF A FIRST-ORDER
PHASE TRANSITION

Let us now assume that the sample under investigation
undergoes a first-order phase transition associated with a
latent heat L at the transition temperature T*. For sim-
plicity we assume here k, =k„and C, =C„.Although a
certain heating power P is continuously supplied through
the heat links, the sample temperature T, remains con-

stant at T during a time ht until Pht=l. . The refer-
ence material is heated at the same time by the tempera-
ture b.T=Pb t IC„,or

Consequently the temperature difference
~ T, —T, ~

in-
creases at T, = T by AT within the time At, and then de-
cays as a function of time with the time constant ~, or
within =

~ T&
—T, ~

on the temperature axis, respectively.
Most remarkably, the increase b, T in

~ T, —T„~given in
Eq. (5} does not depend on the size of the investigated
specimen since bath I. and C, are proportional to the
sample volume. In practice, however, the heat capacity
C, includes unwanted heat capacities due to mechanical
suspension, heat links, and thermometers, with the effect
of reducing AT to a certain extent. A shift in T, —T, by
b T may also be more easily located in experimental data
when the time constant ~, related to C, is not too small.
Nevertheless, a latent heat I. should be well detectable
also on very small specimens as long as the temperature
resolution 0 for measuring T, —T„is sufficient, i.e., if
L IC, )8. Note that a knowledge of the heating power P
is not necessary for an evaluation of I.=ETC, from cor-
responding T, —T, data.

In thermodynamic equilibrium the heat capacity C, is
a well-defined quantity as a function of temperature T as
long as no jump in entropy b,S=LIT* occurs. If the
heating rate Tb is small enough to allow the sample to
come to an equilibrium, a feature in measured ECo(T)
raw data due to a higher-order phase transition should be
independent of Tb. A first-order phase transition at T'
characterized by a 5 function C(T}=L5(T T*), how-—
ever, will show up in experimental b,CO(T) data as a
feature of variable amplitude b, Co, broadened around
T, =T* by the Tb-dependent instrumental uncertainty
Tb —T, . According to the above discussion, it is the tem-
perature difference b T=L/C, in ~T T„~,rather than-
the corresponding discontinuity b, lo=L/ T&

—T, at
T*, which is independent of the heating rate Tb. Per-
forming measurements according to the DTA technique
described here using different temperature variations Tb
thus allows one to clearly identify a first-order phase
transition associated with an entropy jump AS.

IV. SPECIFIC HEAT OF MONOCRYSTALLINE
YBa2Cu3O7 NEAR T,

The experiments were done on an YBa2Cu307 single
crystal which was selected by virtue of its sharp transi-
tion to superconductivity [b,T &0.2 K at T, =91.4 K
(Ref. 15)]. Results from detailed measurements of its
magnetic and transport properties have been previously
published. ' The sample (with mass m, =16.8 mg) and
a copper reference (99.999% purity, m„=15.6 mg) were
attached to nylon filaments using a small amount ( & 0.05
mg) of GE 7031 varnish. The temperature differences
T, —T„,T, —Tb, and T, —Tb were measured using simi-
larly attached copper-Constantan thermocouples in a
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differential configuration. The respective copper wires
(50 pm diameter, =8 cm in length) were designed to act
as heat links to the heat reservoir, while a thinner Con-
stantan wire minimizing a possible related heat transfer
(30 pm diameter, = 10 cm in length) was used to connect
the sample and the reference specimen (see the Appen-
dix). The temperature T& of the thermal bath, a massive
copper can with a Constantan heater, was measured with
a platinum thermometer which had been calibrated be-
tween 30 and 300 K, and in magnetic fields up to 7 T.
The temperature TI, can be regulated to a target tempera-
ture within a relative accuracy of +1 mK, while the abso-
lute accuracy on the temperature scale is =200 mK. In
typical experiments, the variation T&(t) was chosen to be
linear in time, with heating rates ranging from 1.5 to 6
mK/s. The time constants r, and r„were typically of the
order of 120 s at T=90 K.

The voltage difference AV„, related to T, —T„was
monitored with a Keithley 2001 voltmeter plus 1801 pi-
covolt option. Using the voltmeter settings selected for
the experiments described here, the scatter in the voltage
6V„,is typically of the order of 2 nV (peak to peak), with
a voltmeter response time of approximately 0.5 s. This
time constant is much smaller than ~, and ~„,and can
therefore be safely neglected in the data analysis. The
voltages hV, g and hV» related to T„—TI, and T, —Tq,
respectively, were detected with an additional Keithley
2001 voltmeter in its highest sensitivity range with a 0.1

pV resolution. After applying offset corrections to be de-
scribed below, all these voltages were transformed to tem-
perature differences using a calibrated standard table, be-
fore inserting these quantities in the equations to evaluate
C, (T). It should be noted, however, that no exact cali-
bration of the thermocouples is necessary for a calcula-
tion of bCo because an error in the temperature-and
field-dependent proportionality factor connecting the
temperature differences and the corresponding voltage
differences cancels out in Eq. (2).

The voltages hV, 6V,&, and 4V» had to be corrected
by previously measured offset voltages due to parasitic
thermal emf's of various origins. The shift in the larger
voltages b. V„&and 5V,&(=20pV) turned out to be a con-
stant of the order of 4 pV, while the correction in the
much smaller voltage b, V„,( = 1000 nV) was slightly tem-
perature dependent. This correction was accurately mea-
sured by ramping the temperature T&(t) up and down
with the same heating and cooling rate

~ T& ~, respectively,
and calculating the mean value of the thus obtained
6V„,( T) data [see Fig. 3(a)]. This is possible because the
corrected voltage b.V„(T) related to T, —T„simply
changes sign upon cooling, compared to similar data col-
lected when heating the samples.

To obtain an estimate for the correction factor k, /k,
discussed above, we first computed the quantity EC0+ C,
according to Eq. (2). We used here the data from Ref. 17
for calculating the heat capacity C„(T) of the copper
reference. We then compared the result with correspond-
ing data that we measured separately on a larger
YBa2Cu307 specimen using the continuous-heating tech-
nique, which is known to yield very accurate absolute

heat-capacity data. The result of this comparison is
shown in Fig. 3(b) (inset). The maximum deviation in ab-
solute heat-capacity data between 45 and 130 K is only
5% [see Fig. 3(b)]. We therefore decided not to correct
our data using these empirically estimated k, /k„values.
We also did not attempt to make corrections accounting
for the small heat capacities due to varnish, nylon, and
thermocouple wires. In a symmetric configuration, these
unwanted contributions cancel out in a first approxima-
tion.

The inhuence of a variation of the heating rate T& on
the specific-heat (b.Co+C„)/Traw data is demonstrated
in Fig. 4. It is obvious that a large heating rate leads to
little scattered specific-heat data, while the relative
scattering increases with decreasing Tb. Inspecting the
shape of the specific-heat discontinuity at T, we also no-
tice that the anomaly becomes sharper on the tempera-
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FIG. 3. {a) Measured voltage hV„,as a function of tempera-
ture T for Tb =+6 mK/s (lower branch) and —6 mK/s (upper
branch), respectively. The dashed line represents the o6'set volt-
age in 5V„that we extracted from these data (see text). (b) Ra-
tio between the heat capacity b, CO+C, measured on a single
crystal of YBazCu307 according to the DTA technique dis-
cussed here [see Eq. (2)], and corresponding data that we ob-
tained on another larger YBa2Cu307 sample using the standard
continuous-heating method. The latter C»«(T) data have
been replaced by a third-order polynomial interpolation in a
temperature window around T, (dashed line) to obtain a smooth
(ACo+ C„)/C»«vs T curve. This ratio should correspond to
the temperature-dependent heat-link ratio k„/k, (see text). The
original data, plotted as C/T vs T, are shown in an inset.
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ture axis when using a small heating rate, in fu11 accor-
dance with the above discussion. The product of the
respective instrumental uncertainties is 5T5b, Co/C„
=0.2 mK. Note that this value could be reduced in prin-
ciple by applying suitable data-averaging techniques,
which, however, has not been done for any of the data
presented here.

In Fig. 5 we show a collection of specific-heat
(b,Co+C„)/T raw data from another experiment, for
various external magnetic fields H. These data were ob-
tained while heating the heat reservoir with Th=+6
mK/s. It is obvious that the application of a magnetic
field does not enhance the scatter in the heat-capacity
data.

The result of a correction taking the ratio T, /T, from
Eq. (4) into account is plotted in Fig. 6, where we have
identified C =—C, . These C/T data are, according to the
above arguinents, virtually free from broadening sects in
temperature. This is nicely rejected in our data by the
exceptional sharpness of the zero-field discontinuity at
T, . It is worth mentioning that due to the small internal
equilibrium time of the sample investigated here,
~;„,=10 s, possible thermal gradients inside the sample
are of the order of only ~; tTb =0. 1 mK in all the experi-
ments described here. The relative accuracy achieved in
our measurements, 5C/C =0.02%, is comparable to
what is reached with the frequently used continuous-
heating method. ' We want to point out, however, that
the sample masses needed for our DTA experiments are
an order of magnitude lower than what is routinely used

FIG. 5. Speci6c-heat (bCO+C, )/T raw data near T, of an
YBa2Cu307 single crystal, calculated according to Eq. (2). The
different curves (from top to bottom) correspond to external
magnetic fields NOH=0, 0.5, l, 2, 3, 4, 5, 6, and 7 T, respective-
ly, for H ~~c.

in the latter technique for obtaining maximum accuracy.
We also want to emphasize again that no additional
data-filtering techniques were used to reduce the scatter-
ing in the heat-capacity data presented here.

The data shown in Fig. 6 are, within the above-
discussed systematic error in the absolute heat capacity
((5% at T= T, ), in full agreement with published litera-
ture values for the specific-heat discontinuity of
YBa2Cu307 near T, . ' The excellent relative precision of
these data allows us to make a detailed quantitative
analysis investigating the temperature and field depen-
dence of the electronic specific heat around T„which
will be published in a separate publication. '

V. MEASUREMENTS NEAR THE IRREVERSIBILITY
BOUNDARY OF YBa&Cu307

The irreversibility boundary FX;„(T)in the magnetic
phase diagram of cuprate superconductors separates a
true zero-resistivity state showing magnetic hysteresis
from a state with reversible dc magnetization and dissipa-
tive electrical transport properties. ' lt is assumed that
in clean samples a melting of the regular vortex lattice
into a vortex-liquid phase occurs when crossing H«, (T)
from low to high temperatures (or from small to large
magnetic fields, respectively), while in more disordered
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FIG. 6. Speci6c heat C/T vs T of the YBa2Cu307 single crys-

tal investigated here, calculated according to Eq. (4) with
k, /k„=1 (see text), for various values of the external magnetic
field H~~c. The magnetic-field values are the same as indicated
in the caption of Fig. 5. Note that these specific-heat data are
virtually free from an instrumental broadening on the tempera-
ture axis.

samples a transition from a vortex-glass phase to a vortex
liquid should take place. ' Theoretical work supports the
idea that the vortex-lattice melting corresponds to a
first-order phase transition associated with a jump in en-
tropy S. It is not unreasonable to assume that this tran-
sition, which is accompanied by an obvious change in
translational symmetry, is the only true phase transition
of the electronic subsystem of copper oxide superconduc-
tors occurring at temperatures of the order of T, and for
H )0. The upper critical field H, z(T), known to sharply
separate the superconducting from the normal state in
other classes of bulk type-II superconductors, may be
thought to be replaced in cuprates by a Quctuation-
dominated crossover region showing a significant but
nevertheless entirely continuous drop in the electronic
entropy with decreasing temperature. Measurements of
thermodynamic quantities around the irreversibility
boundary H;„(T) of copper oxide superconductors are
therefore of utmost interest both from the experimental
and from the theoretical point of view.

Recent magnetization M(T, H) experiments for H~~c
have suggested that the transition to irreversibility in
BizSr2CaCu20s below poH =40 mT is indeed associated

with a jump in M and thus in S, ' while corresponding
investigations on YBa2Cu307 did not reveal any magneti-
zation anomaly within the experimental resolution. On
the other hand, results from resistivity p(H, T) measure-
ments on very clean single crystals of Yaa2Cu307, show-
ing a hysteresis in the sharply vanishing p(H, T) at
H;„(T), were interpreted as evidence for the occurrence
of a first-order transition of the vortex matter also in this
compound. Other explanations for the origin of such
features in the nonequilibriurn quantity p have been re-
cently suggested, however.

We aim to demonstrate below that an entropy change
b,S at Hi„(T) should be discernible in heat-capacity data
obtained from DTA experiments according to our tech-
nique as soon as AS&0.05k~ per vortex per supercon-
ducting layer (where k~ = 1.38 X 10 ' J/K is the
Boltzmann constant), for @OH=7 T parallel to the c axis
of the investigated single crystal.

Following our arguments presented in Sec. III, we have
to focus on the temperature difference

~ T, —T„~between
the sample and the reference specimen which should shift
at the hypothetical first-order transition temperature
T*=T;„by b, T=L /C, . If we assume a latent heat
I.=uk~ T per vortex per superconducting layer associat-
ed with a melting transition [with a=0. 3 —0.4 (Refs. 22
and 29)], the total latent heat L„per volume is
L„=uk&TB/@Os, where B is the magnetic induction,
4O=2. 07X10 ' V s is the magnetic Aux quantum, and s
is the distance between the layers. Inserting for this last
quantity the distance s = 12 A between two double CuO2
sheets measured along the c axis of YBa2Cu307, we find
that AT exceeds our instrumental resolution 0=0.2 mK
«r p,oH & 1.6 T, which is well within the possibilities of
our apparatus (poH ~ 7 T).

To better visualize whether such a shift in
~ T, —T„~is

present in our data or not, we fitted the corresponding
temperature-dependent ( T„—T, )( T) data to a fifth-order
polynomial covering a temperature window +10 K
around the magnetically determined irreversibility tem-
peratures T;„(H)(Ref. 15) (see Fig. 7, inset), and sub-
tracted this smooth function from the original data. In
this way, a sudden change in ( T„—T, )( T) should be
clearly visible. In Fig. 7 we present representative data
that we obtained for @OH =7 T, both for cooling the sam-
ple in the magnetic field and for a subsequent heating of
the specimen above T;„,respectively. For comparison
we have also plotted what could be expected if the transi-
tion to irreversibility in our sample were of first order. A
collection of further data that we measured for magnetic
fields down to @OH=3 T is shown in Fig. 8. From these
figures it is obvious that a characteristic indicating a
first-order phase transition at T;„is below our detection
limit. For pDH (2 T, the scatter in T, —T„exceeds the
amplitude of the expected shift in hT.

We have demonstrated that our YBa2Cu307 single
crystal does not show a latent heat at the transition to ir-
reversibility within our experimental resolution, which is
0.05k~ T per vortex per superconducting layer in p, OH =7
T. This is not really surprising, however, since we know
that this particular crystal is twinned within the ab plane.
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FIG. 7. Variation 5( T, —T, ) vs Tof T, —T, with respect to a
polynomial fit to (T,—T, )(T) around the irreversibility temper-
ature T;„,for both cooling and heating the sample in IJ&gE= 7 T
(see text). For clarity the lower curve has been vertically shifted
by —1 mK. The solid line shows a plot of what would be ex-
pected if a first-order phase transition occurred at T;„with
L =0.3k& T per vortex per layer. The magnetically measured ir-
reversibility line obtained on the same sample (Ref. 15) is plot-
ted in an inset, together with a corresponding power-law fit

K;„(T)=HO(T,/T —1)' used here for estimating T;„for
@OH ) 5 T.

It has been experimentally shown that the sharp resistive
drop observed in clean untwinned samples at II;„(T)
(Ref. 27) vanishes in the presence of twin boundaries in
an H~~c geometry. We have indeed not observed such
sharp resistivity p( T) anomalies on the YBa2Cu307 crys-
tal that we used for the present study. ' The upper limit
for the latent heat L estimated here with a true thermal
experiment is larger than corresponding limits obtained
from torque-magnetometry investigations [L &0.003k~ T
(Ref. 26)]. Rather than having proved the absence of a
first-order transition of the vortex ensemble in
YBa2Cu307, we have demonstrated the general applica-
bility of our DTA technique to such delicate thermal in-
vestigations.

%'e finally want to mention the possibility that identi-
fying the parameter s with the distance between multiple
Cu02 sheets for calculating the number of vortex frag-
ments per volume might not be adequate for cuprates, if
their efFective-mass anisotropy y=(m,*/m, 'b)' is rela-
tively low. To obtain an idea about the effective length of
such vortex segments we want to estimate roughly the
number n of layers with thickness s piled up along the c
direction that carry such "independent" vortex frag-
rnents. For this purpose we compare the Josephson
length k&=ys, which indicates the length scale of max-
imum lateral excursions of a vortex line from one super-
conducting layer to another, with the intervortex dis-
tance ao=(%0/B)' . After a stack of n =ao/A, z layers,
a vortex fragment with length ns may fall out of a

-0.4—
CO a I & I & I s I I I I I s I ~ I I I

75 76 77 78 79 80 81 82 83 84
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straight line by an entire intervortex distance ao. We

may use this criterion for defining the length of a vortex
segment contributing to the heat of melting [a similar ar-
gument fixing n =1 can be used to define the so-called
two- to three-dimensional (2D-3D) crossover induction
82D, above which each superconducting layer carries 2D
"pancake" vortices]. Inserting realistic parameters for
our experiment, i.e., 8 =5 T, y =6, and s =12 A, we ob-
tain for YBa2Cu307 n =3. The latent heat L, per sample
volume calculated above might thus be overestimated by
this factor. Nevertheless, even a corresponding reduction
of L, accounting for moderate anisotropy does not really
invalidate our conclusions since a corresponding smaller
shift b, T in

~ T, —T„~ still exceeds the instrumental tem-
perature resolution 8 for p~) 4.5 T if a=0.3. In this
sense we may still hope to be able to detect a first-order
phase transition at H;„(T) in YBazCu307 samples of
better quality, if such a transition exists.

VI. CONCLUSIONS

We have described a technique that represents a simple
but significant improvement of conventional differential-
thermal analysis methods. It can be used for measuring

-0.4-
~ I I I i I ~ I s I ~ I I I ~ t e I ~ I
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T (K)

FIG. 8. Variations h(T„—T, ) vs T obtained when heating
the samples in various external magnetic fields after previous
field cooling. The meaning of the solid line is explained in the
caption of Fig. 7. The numbers indicate the respective values
for poHand T;,„.
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the heat capacity of small samples below room tempera-
ture with a very high relative accuracy, 5C/C &0.02%
A corresponding experimental setup can alternatively be
operated for identifying a first-order phase transition and
for measuring an associated latent heat I .

Our experiments on monocrystalline Yaa2Cu 307
demonstrate the high quality of the heat-capacity data
that can be obtained from such measurements. We have
also shown that a latent heat of the order of I.=0.3k& T
per vortex per layer at the irreversibility line of
YBa2Cu307 for H ~~c should be clearly detectable for sam-
ples of milligram size. The absence of such a feature in
our data, however, may be attributed to sample-quality
problems, and can therefore not be considered as a proof
for the absence of a first-order transition of the vortex
matter at the irreversibility line of YBa2Cu307 in general.

The technique described here has still some potential
for improvements since the accuracy of the measurement
is directly related to the precision available for detecting
the temperature difference between the sample and the
reference specimen. An improvement in thermometry,
and/or the use of appropriate data-averaging techniques,
may increase the relative accuracy of this DTA technique
by an order of magnitude or more.

ACKNOWLEDGMENTS

This work was financially supported by the Schweizer-
ische Nationalfonds zur Forderung der Wissenschaftli-
chen Forschung. We would like to thank Professor Dr.
H. R. Ott for his kind support. We also thank Dr. Th.
Wolf for providing the YBa2Cu307 single crystals.

C, T, =k, (Tb —T, ) —k„,(T, —T„),
C„T„=k„(Ti,—T„)+k„,(T, —T„).

(Ala)

(A lb)

If again AC=C, —C„,we obtain for the quantity ECp,
calculated from experimental data according to Eq. (2),

k„T, bC+C„(1—k, T, /k„T,)ac, = ".' " . ' ". '
. (A2)

T, 1+k /k, (2+T bC/T„C„)
It is obvious that a nonzero k„,leads to a reduction of the
apparent heat-capacity difference ACp by =23 Ck„/k, if
C, =C„and k, =k„respectively. It can also be shown
that, due to the unwanted heat link k„„the temperature
difference T, —T„relaxes as a function of time on the new
time scale r„,=C, /(k, +2k„,). A measurement compar-
ing the time constants ~„,and ~, can therefore be used as
a test for the presence of a large parasitic heat link k„,.

APPENDIX:
EFFECT OF A NONVANISHING HEAT LINK k„

In a real experiment, leads to the sample and to the
reference object, forming the heat links or electrical con-
nections, have to be perfectly thermally anchored to the
heat reservoir. If the temperature difference T, —T, is
measured with a pair of thermocouples, the wire material
connecting the two specimens has also to be chosen to
minimize heat transfer between the sample and the refer-
ence material. If two wires forming the thermal link
unintentionally touch before reaching their connection to
the thermal bath, or if the thermocouple wire transfers
too much heat, the condition k„,«k, (and k„,respec-
tively) is no longer fulfilled. Instead of Eqs. (1) we have
to consider
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