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In extensive Monte Carlo simulations the phase transition of the random-field Ising model in
three dimensions is investigated. The values of the critical exponents are determined via finite-size
scaling. For a Gaussian distribution of the random fields it is found that the correlation length
¢ diverges with an exponent » = 1.1 & 0.2 at the critical temperature and that x ~ £277 with
n = 0.50 & 0.05 for the connected susceptibility and xais ~ £*~7 with 7 = 1.03 £ 0.05 for the
disconnected susceptibility. Together with the amplitude ratio A = imr_7, Xadis/ xz(hr / T)2 being
close to one this gives further support for a two-exponent scaling scenario implying 7 = 27. The
magnetization behaves discontinuously at the transition, i.e., 8 = 0. However, no divergence for
the specific heat and in particular no latent heat is found. Also the probability distribution of
the magnetization does not show a multipeak structure that would be characteristic for the phase
coexistence at first-order phase-transition points.
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I. INTRODUCTION

The critical behavior of the random-field Ising model
(RFIM) has been investigated intensively over two
decades now (see Ref. 1 for a review) but a full agree-
ment over the most fundamental issues is still missing.
Although it has been shown rigorously? that at low tem-
peratures and sufficiently small field strength there is
indeed long-range ferromagnetic order in three dimen-
sions, the characterization of the phase transition is still
unclear. The idea of dimensional reduction® failed to de-
scribe the critical behavior of the model correctly. The
reason for this was essentially the presence of many local
minima in the free-energy landscape that do not allow
for a straightforward perturbative treatment. A more
consistent picture of the phase transition arose from the
scaling theories for the RFIM,*® where the dimension d
has been replaced by d — 6 in hyperscaling relations and ¢
was introduced as a third exponent independent of v and
n. However, these (droplet) theories relied upon the as-
sumption of a second-order phase transition. Part of the
results obtained via Monte Carlo simulations support this
scenario,®? whereas other simulations find indications for
the transition to be of first order.?'® More surprisingly
no latent heat was found at the transition,'® contrary
to what one might expect at a usual first-order phase
transition,!! where a discontinuity in the internal energy
at the critical point causes the specific heat to diverge
with the volume of the system. Actually no divergence
at all could be detected for the specific heat.® For this
reason it might be misleading to call the transition first
order, even in the case that the order parameter turns out
to be discontinuous at the transition.'? This situation has
been called hybrid-order transition somewhere!® and is
reminiscent of the transition in the 1/r2 one-dimensional
Ising model, where 3 = 0 but the correlation length di-
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verges and no latent heat is present.!*

The experimental situation is also far from clear. Ex-
periments on diluted antiferromagnets in an uniform ex-
ternal field (DAFF'), which have been demonstrated to be
in the same universality class as the RFIM,5:16 provided
evidence for a second-order phase transition with vary-
ing estimates for the critical exponents (for a discussion
see.!) In Ref. 17 a logarithmic singularity for the specific
heat was found, implying a = 0. Quite recently, sub-
sequent to the prediction made in Ref. 10, experimental
evidence of a cusplike singularity of the specific heat, i.e.,
a < 0, was reported.'® Moreover, other possible scenar-
ios, like a first-order transition!® or a so-called “trompe
Poeil critical behavior”2? have also been discussed. Ex-
periments addressing the equilibrium quantities of the
RFIM (or the DAFF, respectively) are extremely diffi-
cult to perform, since by approaching the transition the
system falls out of equilibrium very rapidly and freezes
into a metastable domain state (see Ref. 21 for a review).
Therefore these issues have not been settled by now.

The purpose of this paper is to estimate all critical ex-
ponents with the help of extensive Monte Carlo investiga-
tions of the RFIM in three dimensions. In a recent paper
results for the exponents of the RFIM with a binary dis-
tribution were presented.'® In mean-field theory?? there
is a sharp discrepancy between the phase diagram for a
binary distribution and that of a continuous distribution
with a finite probability for zero random fields: in the
former case the phase diagram has a tritcritical point,
where the phase transition changes from second order
for low fields to first order at higher fields; in the lat-
ter case the transition is always of second order. One
might speculate that a similar scenario occurs also in
three dimensions and that the indications found in'® for
a discontinuous transition are in fact an artifact of the
binary distribution. Therefore it is important to perform
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a similar analysis for a continuous distribution, which is
presented in this paper.

It is organized as follows: In Sec. II we present the
model and review various scaling predictions that are
supposed to hold in case the transition is of second order.
Section III reports our results of the finite-size scaling
analysis and Sec. IV discusses the features of the proba-
bility distribution of the magnetization and the suscep-
tibility. Section V is a summarize and an outlook.

II. MODEL AND SCALING THEORY

The random-field Ising model (RFIM) in three dimen-
sions is defined by the Hamiltonian

H= —JZ S$;8; — Zhisi ) (1)

(i,3) i

where S; = =1 are Ising spins, the first sum is over
nearest-neighbor pairs on a simple cubic lattice and
the h; are independent quenched random variables with
mean zero [h;]lay = 0 and variance [h?]ay = h2Z. It has
been shown rigorously? that this model has a transition
to long-range ferromagnetic order along a line h,(T") in
the (h,,T) diagram.

If this transition is second order, a scaling theory has
been proposed?™® that relies upon the assumption that
random-field-induced fluctuations dominate over thermal
fluctuations at T.. This implies for the singular part of
the free energy

Fsing ~ 59 ’ (2)

where £ is the correlation length diverging at the critical
temperature like

E~t™" with t= (T - T.)/T. (3)
and 0 is a new exponent. Random-field fluctuations alone
produce typically an excess field of the order of £%/2
within a correlation volume, so a naive guess would be 6
roughly 1.5 in three dimensions. From (2) the modified

hyperscaling relation follows
2—a=v(d-0), (4)

a being the specific-heat exponent. It also implies an
exponential divergence of the relaxation time 7 at T.: 7 ~
exp(Aﬁe). The decay of the connected and disconnected
correlation functions at T,
C(r) = [(S0S:) = (So)(Sr)lay ~ r~ 42+, (5)
Cais(r) = [(So)(Sr)ay ~ r~(4=4+7) (6)

defines two exponents 7 and 7. These are expected®® to
be related to the new exponent 8 via

6=2-7+n. (7)

By approaching the critical temperature from above the
corresponding connected and disconnected susceptibili-
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ties diverge as

x= / dr C(x) ~ (T - T.)~7 , (8)

Xdis = /dl‘ Cais(r) ~ (T - T:)77 . (9)

These exponents are related by
y=v(2-n), (10)
Y=v(4-7). (11)

In addition one has the usual scaling relations for the
magnetization exponent

B=v(d—-4+7)/2, (12)
and the Rusbrooke equality
a+28+y=2. (13)

Obviously there seem to be three independent critical ex-
ponents and a central issue of the activities on the critical
properties of the RFIM is the quest for an additional scal-
ing relation. Already Imry and Ma?® conjectured that
Fiing ~ X, where x ~ (T — T.)™" is the susceptibility.
This would imply § = 2 — 5 via (2) and therefore with

(7)
n=2n. (14)

A set of analytical arguments by Schwartz and co-
workers?42% supports this two-exponent scaling scenario
indicated by (14). Hence the exact Schwartz-Soffer
inequality?* 7 < 27 might be fulfilled as an equality,
as in (14). A recent high-temperature series analysis
provided?® strong evidence of this equality to hold by
estimating v and ¥ via a Padé approximation.

In this paper we intend to determine all critical expo-
nents with Monte Carlo simulations. The model is de-
fined by the Hamiltonian (1) on a finite lattice of linear
size L with periodic boundary conditions. Instead of a
binary distribution, as used in Ref. 10, we consider here
a Gaussian distribution

P(hi) = exp(—h?/2h2) (15)

1
v/ 2mh?2

for the random fields. Unfortunately this makes the use
of multispin coding impossible,2” which slows down the
spin-update algorithm (Metropolis) by approximately a
factor of 10. The simulations were done at a constant
ratio h,/T = 0.35, which has been chosen in order to
be able to compare the results with those for the binary
distribution.!® In the latter work three different values
h./T have been studied and it turned out that for larger
values of h,/T equilibration becomes more difficult at
T. and for smaller values the crossover from the pure
case renders the estimation of the critical exponents more
difficult.

As was pointed out in Ref. 10 it is of paramount im-
portance to perform an extensive disorder average, since
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quantities like the susceptibility x are non-self-averaging
in this model. Therefore at least 1000 samples for each
temperature and system size were used. Equilibration
was checked by starting each sample with two different
initial configurations, one with all spins down and the
other with all spin up, and running until both “replica”
yield the same values for all thermodynamic quantities
of interest. For L = 16 up to 2 x 10® Monte Carlo sweeps
were necessary to fulfill this criterion.

The following quantities were calculated for each disor-
der realization: The average magnetization per spin (M),
its square (M?), the average energy per spin (E) and its
square (E?). The angular brackets, (...), denote a ther-
mal average for a single random-field configuration and
M =1/NYN S, E = H(S)/N and N = L%. From
these data we get the specific heat per spin, C, the sus-
ceptibility x, the disconnected susceptibility, xais, and
the order parameter, m, as follows:

[Clav = N{[(E¥]av — (Bl }/T?,  (16)
[mles = (1) Jav » (17)
Dlav = N{{(M)]ay = [(M)]av } (18)
Xaielas = NI(M)av (19)

where [...]ay denotes the average over different random-
field configurations. The finite-size scaling function of
any quantity O(T, L), which behaves in the infinite sys-
tem like Oo, ~ t~® by approaching the critical tempera-
ture, reads

O(T,L) = L**O (L") . (20)

In case of the specific heat the scaling function C(z) has
a maximum at some value z = z*. For each lattice size
we estimate the temperature 7*(L), where T2[C],, is
maximal. Since t*(L) L*/¥ = z* we obtain in this way
the critical temperature 7. and the correlation length
exponent v from

t*(L) = T*(L) - T. = =* L~/ . (21)

We denote the value of T*(L)%[Cl., at this tempera-
ture T*(L) by [C*]ay and similarly for the other quan-
tities in Eqgs. (16)—(19): [x*]lav = T*(L) [x(L, T*(L))]av,
X = DL T (D)l and  [m*las
= [m(L,T*(L))]av.- Then one expects the following be-
havior:

[C*]av ~ L*/¥ C(a")
X lav ~ L2 7" x(2%)
[Xaislav ~ L*7 Xdis(Z*)
[m*|lay ~ L—B/v m(z*) .

Through the size dependence of [C*|av, [X*]lavs [Xiislavs
and [m*]ay we obtain the exponents a, 7, 7, and 8. In
the vicinity of z* the scaling function C(z) can be ap-
proximated by a parabola. Therefore three temperatures
near the maximum of the specific heat are enough to de-
termine the values of T*(L) as well as [C*]ay, etc. Let us
assume that we measured C; = A;, Co+ Ay, and Cst+ Ag

for temperatures T3 < T> < T3. In order to get a reliable
estimate for C(L) as well as its errorbar we have to have
Cl + Al < Cg - Ag, and C3 + A3 < C2 - Az, hence it
is important to have very small statistical errors Ay, A,
and Aj. The difference between the temperatures should
be small, otherwise the second-order polynomial approx-
imation fails, but not too small, since then the above re-
quirement for the difference between Cy, C2, and C3 can-
not be fulfilled. We used T — T; = T3 — T3 = 0.1 for the
small lattice sizes (L < 10) and 0.05 for the larger sizes.
Once T*(L) is determined, the value of the quantities in
(22)—(25) are again determined by fitting a second-order
polynomial. Finally, the exponents are determined via
least-squares fits of the data obtained to the functional
forms given in (22)-(25).

III. THE CRITICAL EXPONENTS

First we determine the temperature T*(L), where the
maximum of the specific heat occurs and fit the corre-
lation length exponent v in such a way that the data
for T*(L) lie on a straight line if plotted against L—1/*.
Then relation (21) is fulfilled and T¢. can be read off from
the intersection of this line with the y axis. The result is
depicted in Fig. 1, one obtains

v=11402 and T, =3.695+0.02. (26)

Next we analyze the size dependence of maximum of
the specific heat. According to (22) one should be able
to read off the exponent ratio a/v from the slope of a
straight-line fit in a log-log plot of [C*],, versus L. The
first observation is that this procedure does not work
since the data points show a significant negative curva-
ture in a log-log plot, indicating a much weaker depen-
dency then algebraic. In reminiscence of the experimen-
tal finding of a logarithmic divergence of the specific heat
(i-e., @ = 0) we plotted [C*]ay versus log(L), and still
found a (now less pronounced) negative curvature in the

T (L)

0 0.1 0.2 0.3

L»l/v

FIG. 1. The temperature T*(L), where the specific heat
attains its maximum, versus L'/¥, with v as in (26). From
right to left one has L = 4, 5, 6, 8, 10, 12, and 16. The full
line is a least-squares straight-line fit.
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data points, indicating a still weaker or even no diver-
gence. Finally we hypothesized a cusplike singularity,
ie.,

Coo = [C*lay ~ L/” (27)

with a < 0. The result of the corresponding fitting pro-
cedure is shown in Fig. 2. As one can see the data are
fully consistent with this type of dependency and we get

a/v=-045+0.05 and co =30.4+0.1. (28)

With the estimate for v from (26) it is « = —0.5 +
0.2. Although the ratio a/v can be determined quite
accurately, the value for a alone depends on v which has
a much larger large error bar.

According to (23) the susceptibility at the temperature
T*(L) should diverge algebraically, and the exponent 7
is obtained by a least-squares straight-line fit of [x*]av
versus L in a log-log plot, which is depicted in Fig. 3.
The result is

n=0.50 £ 0.05, (29)

from which one obtains via (10) v = 1.7 £ 0.2.
The finite-size scaling behavior of x near the critical
temperature is expected to be

(Xav (T, L) = L*"}[LV*(T — T.)] - (30)

In Fig. 4 the corresponding finite-size scaling plot using
the values for T, v, and 7 from (26) and (29) is shown.

The disconnected susceptibility at T*(L) is depicted in
Fig. 5, which should diverge according to (24) with sys-
tem size. Via a least-squares fit of the data to a straight
line in the log-log plot one obtains the estimate

7 = 1.03 + 0.05. (31)
With the scaling relation (7) one can estimate 6 to be

6=15+0.1, (32)

(€

0 01 02 03 04 05 06

FIG. 2. The maximum of the specific heat [C*]|., versus
L*/* with a/v as in (26). From right to left one has L = 4,
5, 6, 8, 10, 12, and 16. The full line is a least-squares
straight-line fit.
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FIG. 3. The value of the susceptibility [x]av at the temper-
ature T*(L) versus system size L in a log-log plot. The full
line is a least-squares straight-line fit, which gives a slope of
1.55 4+ 0.05 that is an estimate for 2 —  according to (23).

which is in good agreement with the value § = d/2 men-
tioned in the last section.

Comparing our values for 7 (29) and 77 (31) one notes
that the relation (14) might be fulfilled, which would sup-
port the two-exponent scaling scenario mentioned in the
last section. In order to check this we calculated the
amplitude ratio

A = lim [Xdis]av

5%, xR, (h,/T)? (33)

as suggested in Ref. 26, where in an extensive high-
temperature analysis it was found that A = 1, implying
strong evidence for two-exponent scaling. The finite-size
scaling form of (33) is A(L,T) = A[LY/*(T — T.)] and
therefore we expect

A*(L) = A[L,T*(L)] = const (34)
2 T T T T T T
15 F 9
3
m
S ot |
=
0S5 + k
0 l 1 i il L 1
02 0 02 04 06 08 1 1.2

LT,

FIG. 4. A scaling plot of the susceptibility [x]av wWith the
parameters for T¢, v, and 7 given in (21) and (23). The full
line connects only the points for L = 6 as a guide for the eyes.
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[x;is]av

L L i 1 L L1

10 12 1416
L

FIG. 5. The disconnected susceptibility [Xdis|av at the tem-
perature T (L) versus L in a log-log plot. The full line is a
least-squares straight-line fit, which gives a slope of 2.95+0.08
that is an estimate for 4 — 7] according to (24).

independent of system size. The result that we obtain
from our Monte Carlo (MC) data is shown in Table I. As
one can see A* varies only very weakly with increasing
system size L, which implies that 7 is indeed very close
to 2n. In principle, a power-law fit of A*(L) versus L
should give an estimate for the difference 77 — 2n7. How-
ever, obviously the latter is very small, if not vanishing,
and the error bars are rather large, so that no reliable
estimate is possible. Thus, although it is evident that
7 = 27 our data do not provide a very strong support of
the exact equality (14).

From Eq. (31) one concludes that the disconnected sus-
ceptibility diverges roughly with the volume of the sys-
tem, since from (11) one obtains ¥/v =4—-f =3 =d. If
one looks at Eq. (19), where xqis is defined, this implies
that [(M)2?]ay = Xais/L? is then independent of system
size at the critical temperature. Since the magnetization
is defined in a similar manner (17), namely the square re-
placed by the modulus, it does not come as a surprise that
one observes that also the magnetization is also indepen-
dent of system size at the critical point. This connection
manifests itself in the relation (12), which predicts 8 ~ 0
if 7 = 1. By looking at [m*]ay as a function of L we can-
not detect any significant variation with system size. As
an even stronger evidence we show in Fig. 6 a finite-size
scaling plot of the magnetization according to

TABLE 1. The amplitude ratio A*(L) and its estimated
error for different system sizes.

L A" AA"
4 1.19 0.22
6 1.14 0.23
8 1.10 0.33
10 1.12 0.29
12 1.00 0.26
16 0.80 0.27
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FIG. 6. A scaling plot of the magnetization [M]ay with the
parameters for T. and v given in (21). The full line connects
only the points for L = 6 as a guide for the eyes. Note that the
data for [M]av are not rescaled by a factor L™?/*, implying
that indeed 8 = 0.

[Mav(T, L) ~ M[LY*(T - T.)] if B=0, (35)

using the values for T, and v estimated above. Also by
studying the probability distribution of the magnetiza-
tion in the next section, we see that that the system in the
thermodynamic limit is already ordered at T.. Finally,
if the transition is discontinuous, one expects n = 1/2,28
which is in agreement with our estimate (29).

Finally we study the dimensionless coupling constant
or Binder cumulant

9(T,L) =105 {3 - —[[(%4>>2]]“:v } ) (36)

which is expected to be independent of size at T,. In
Fig. 7 we show the result for three different system sizes

0 1 . P ) . "
3.65 3.7 3.75 3.8 385 39 395 4 4.05
T

FIG. 7. The cumulant g as defined in (36) versus tem-
perature for three different system sizes. The full curves
are least-squares fits of third-order polynomials to the data
points. The intersection of the L = 16 and L = 12 curves lies
already close to the estimated critical temperature T. = 3.695
(21).
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as a function of temperature. The intersection of the
curves of the two largest system sizes lie very close to the
estimated value of T, = 3.695.

One observes that close to the critical temperature the
value of the cumulant g lies already very close to 1. This
means that the probability distribution for the order pa-
rameter is centered around a nonvanishing value for the
magnetization, implying a large degree of magnetic or-
der already at T.. This is fully compatible with 8 = 0
and a discontinuous jump in the expectation value for
the disorder-averaged magnetization at the critical tem-
perature

IV. PROBABILITY DISTRIBUTIONS

As mentioned above the susceptibility is a highly non-
self-averaging quantity, which can be demonstrated by
looking at the distribution P(x) for the probability to
find a value x for the susceptibility of one sample (i.e.,
realization of the disorder). P(x) is far from being a
Gaussian distribution and it possesses pronounced long
tails as shown in Fig. 8 (see also Ref. 28).

This is one of the predictions of the droplet theory:%°
With a probability proportional to L=% a sample has
a strongly enhanced susceptibility, which in these cases
scales in the same way as the disconnected susceptibility.
This argument leads to the Eq. (7). Moreover it says
that the second moment [x?],, of the distribution P(x)
is dominated by these rare events occurring with proba-
bility L~? and giving a contribution proportional to the
square of the disconnected susceptibility, i.e., (L*~7)2.
This gives

[XZ]aV[L7 (L)) ~ L, (37)
with ( = —6+2(4—7) =~ 4.5 via (32) and (31). This gives
a much larger contribution than the square of the mean
value [x]2, ~ L*~" =~ L3°. By explicitly calculating
[X®]av(T*L, L) with our MC data we get an estimate of
¢ = 4.0+ 0.2, which is indeed closer to the above droplet

T=375L=16
0.04 T T

0.035 b
0.03 b
0.025 b
0.02 b

P(y)

0.015 b
0.01 | k
0.005 b

0 : - '
10 100 1000
X
FIG. 8. The probability distribution P(x) for L = 16 at the
temperature T' = 3.75 =~ T"(L = 16). Note the logarithmic
scale of the abscissa.
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prediction of 4.5.

In Fig. 9 we show the probability distribution Pr(m)
of the magnetization for different system sizes at a tem-
peratures close to T*(L). Let us focus at the moment
on the behavior of Pr(m) at zero magnetization. Note
that m is defined as the modulus of the thermodynamic
expectation value of the fluctuating quantity M and can
thus take on only positive values.

At a usual second-order phase transition the probabil-
ity distribution Pr(m,T*(L)) obeys the scaling form

Prp(m,T*(L)) ~ LP/"(mLP/") (38)
with p(z) being a scaling function. Therefore the proba-
bility for a sample to have a vanishingly small magnetiza-
tion Py(L) = Pr(m = 0,T*(L)) varies with system size
as P}(L) ~ LP/¥, which implies that it either increases
with system size for 3 > 0 or it stays constant for 8 = 0.
In order to improve the statistics, we estimate P§(L) via

P(m=0)~Am™! OAm dm P(m) with Am = 0.2 - 0.3.

The result is shown in Fig. 10, where we show that Py (L)
decreases with system size according to

Py(L) ~ LY, (39)

L=4,T=410 L=6T=395

e

0 02 04 06 08 1

P(m)

O = WA AN
P(m)

O =W A N

0 02 04 06 08 1

m m
L=8T=390 L=10,T=385

7 7

6 6

5 5
g g ¢
- £ 3

2 2 1

(1) | éﬂhﬁﬂm |

0 02 04 06 08 1 0 02 04 06 08 1
m m
L=12,T=380 L=16,T=375

7 7

6 6 !

5 5 e
2 4 7 4 ?
£ 3 & 3

2 2 %

1 1 L

0 l 0 ‘

0 02 04 06 08 1 0 02 04 06 08 1
m m

FIG. 9. The probability distribution Pr(m) for increasing
system sizes close to the temperature T"(L). The tendency
towards a dominant peak at nonvanishing magnetization for
increasing system size is obvious.
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0.9

P} (m=0)

03 r E

i 1 L 1 1 1 1

4 6 8 10 12 1416
L

FIG. 10. The probability PL[m = 0,T = T*(L)] versus
system size L in a log-log plot. The full curve is a least-squares
straight line fit with slope — = —1.0 £ 0.1.

with § = 1.0 £ 0.1. One possible explanation is that
p(x = 0) is extremely small or even zero and the size
dependence is just a correction to scaling. On the other
hand one might also speculate about another scenario:
By looking at the magnetization and susceptibility data
for individual sample we observe a strong correlation be-
tween the occurence of samples having large values of the
susceptibility and those having small values for the mag-
netization, leading to the conlusion that both events have
have comparable probabilities proportional to L~?. By
looking at the definition of the susceptibility (23) this is
indeed plausible, since a vanishing magnetization leads to
a large value of x (but not, admittedly, necessarily vice
versa). Accordingly one should expect that the exponent
6 in (39) equals the violation of hyperscaling exponent
0 estimated in (32). The discrepancy might be due to
the use of a finite interval Am in the calculation P§(L),
which yields an overestimate for larger system sizes.

Finally we turn our attention to the variation of P(m)
with temperature. According to Refs. 29 and 30 the
probability distribution of the order parameter provides a
means to discriminate between a first- and a second-order
phase transition. At a usual first-order transition one
expects a phase coexistence at the critical point, which
means that P(m) has two significant peaks, one at zero
(representing the high-temperature phase) and one at a
positive value mo, > 0 (representing the low-temperature
phase). In this case the effective transition temperature
T.(L) of the finite system can be identified by the tem-
perature, where both peaks have equal weight.3°

If we look at Fig. 11, where Pr—;6(m) is shown for
various temperature values, we detect no sign of a char-
acteristic double-peak structure mentioned above. On
the contrary, there is only a single peak moving continu-
ously to the right with decreasing temperature. Thus we
conclude that phase coexistence at T, can be excluded in
the RFIM, although the magnetization jumps discontin-
uously there. Hence there is a discontinuity in one of the

T=400 T=395
8 8
7 7
6 6
~ 5 ~ 5
£ 4 £ 4
A3 A3
2 2 ff
Rl Al
i 0 1
0 02 04 06 08 1 0 02 04 06 08 1
m m
T=390 T=385
8 8
7 7
6 6
~ 5 ~ 5
g 4 E 4
&3 A3
2 2
! Wﬂmm ! Wﬂﬂﬂﬁ‘m%
LA j |
0 02 04 06 08 1 0 02 04 06 08 1
m m
T=380 T=375
8 8
7 7
6 6
~ 5 ~ 5
g 4 E 4
&3 A3
2 2
1 1 {
o 0 0 ’

0 02 04 06 08 1 0 02 04 06 08 1
m m

FIG. 11. The probability distribution P(m) for L = 16 at
different temperatures. Note that T' = 3.80 is slightly above
T*(L = 16) and T = 3.75 is slighly below it, but still above
the estimated value for 7. = 3.695.

derivatives of the free energy (namely with respect to a
homogeneous external magnetic field). However, it is not
a usual first-order phase transition since neither a latent
heat nor a phase coexistence at T, could be detected in
our simulations.

We would like to remark that our findings for the
probability distribution Pr(m,T) are fully compatible
with the scenario, which is suggested by the droplet
theory*5—in particular the systematic decrease of the
probability for samples with zero magnetization (39).
Once we accept that Pr(m = 0) shrinks to zero at T,
in the limit L — oo the weight of the distribution has
to cumulate at a nonzero most probable value for m. As
we have discussed, this implies a discontinuous jump of
the average magnetization at T.. Thus one might specu-
late that our finding 8 = 0 is an intrinsic feature of the
droplet theory, although such a possibility has not been
discussed yet to our knowledge.

V. DISCUSSION

To summarize we list the values for the critical expo-
nents that we have calculated in Table II together with
those for the binary distribution obtained in Ref. 10. Let
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TABLE II. The critical exponents for the Gaussian distri-
bution considered in this paper and for the binary distribution
investigated in Ref. 10, both for the constant field-strength
and/or temperature ratio h,/T = 0.35.

Gaussian Binary
n 0.50 +0.05 0.56 +0.03
n 1.03 +0.05 1.00 +0.06
[’ 1.53 +0.1 1.56 +0.1
v 1.1 +0.2 1.6 +0.3
o% 1.7 +0.2 2.3 +0.3
7 3.3 +0.6 4.8 +0.9
Jé] 0.00 +0.05 0.00 +0.05
a -0.5 +0.2 -1.0 +0.3

us compare these numbers with other known values from
the literature: n = 0.25 £ 0.03, 7 ~ 0.8, v = 1.7 £ 0.2
and indications for a discontinuous transition from MC
simulations of the RFIM;® 7 = 0.5+0.1 and 77 = 1.04-0.3
from MC simulations of the DAFF;” 7 = 1.1 4+ 0.1 and
v = 1.0 £ 0.1 from a ground-state investigation via
combinatorial optimization;® v = 1.9 — 2.2 from real-
space renormalization-group calculations;?® v = 2.14+0.2,
¥ = 4.2 £+ 0.4 from high-temperature series expansion;2%
v =1.25+0.11, 7 = 0.89 £ 0.10, and n = 0.4 + 0.8 from
a weighted mean-field theory.?? Our estimates are well
compatible with all of these results.

The first important observation is that the results ob-
tained for a Gaussian and a binary distribution do not
differ significantly. In particular the indications for a dis-
continuity in the magnetization 8 = 0 detected for the
binary distribution in Ref. 10 are also present for the
Gaussian distribution investigated in this paper. This
is a crucial point with regards to mean-field theory,??
where an essential difference between the two kinds of
distributions is predicted: In contrast to the continuous
case with nonvanishing weight at zero-field strength the
binary distribution is expected to have a tricritical point,
where the transition changes from second to first order.
Our conclusion in this paper is that in three dimensions
both distributions lead to identical results for the inves-
tigated field strength.

Our estimate for the correlation length exponent v has
a rather large errorbar, which is also the main source for
the error in the values for v, 7, and a. One notes also a
discrepancy between the values of v for the Gaussian and
for the binary distribution, but they remain compatible
within the errorbars. The Schwartz-Soffer inequality 77 <
27 seems to be fulfilled as an equality, which supports the
two-exponent scaling scenario, as also found in Ref. 26.
An explicit calculation of the amplitude ration in Sec. III
gives further evidence in this respect.

The analysis of the probability distribution of the sus-
ceptibility showed pronounced long tails as predicted by
the scaling theories.*® The source for these long tails are
rare samples possessing a vanishing net field and thus
having a vanishing expectation value for the magnetiza-
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tion. In fact these rare samples provide the dominant
contribution to the higher moments of the distribution,
which we checked explicitly. The analysis of the prob-
ability distribution of the magnetization supports this
picture and shows that the probability of these rare sam-
ples indeed decays like L~% with system size, where 6 is
an exponent whose value turns out to be compatible with
other predictions of the scaling theory.

It turns out that the magnetization exponent 3 is zero,
which means that the magnetization jumps discontinu-
ously from zero to a finite value at the critical temper-
ature. However, a closer inspection of the probability
distribution of the magnetization revealed the absence of
a double-peak structure characterizing the phase coex-
istence usually present at a first-order phase transition.
Furthermore, it turns out that the exponent « is nega-
tive, which means that the specific heat does not diverge
at T.. By means of birefringence techniques Belanger
and co-workers'? concluded from their experiments on
Feg 47Zng 53F 3 that a = 0 (i.e., a logarithmic divergence
of the specific heat). Only recently it was shown'® that
the same kind of experiments on Feg gsMgg 15Br; are bet-
ter compatible with a cusplike singularity of the specific
heat and o = —1, concurring with the value reported
in Table II. However, this value for a together with the
other estimates in Table II would violate the modified hy-
perscaling relation (4). Moreover, Schwartz?® derived an
exact inequality 2—a < v(d—2+7) and accepting n =~ 0.5
(since this result has a much smaller errorbar than v) it
would imply v > 2, which is a rather large value. In-
deed in a recent Migdal-Kadanoff renormalization-group
study3! such a large exponent was found: v = 2.25, and
also report a = —1.37 and 8 = 0.02, consistent with Ta-
ble II. However, a value for « that is negative and large
in modulus causes serious difficulties with respect to the
Rushbrooke relation (13) and the more rigorous Rush-
brooke inequality o + 28 + v > 2.33

Let us conclude with the remark that this investi-
gation on one hand confirms the picture of the phase-
transition scenario found in Ref. 10. On the other hand,
it poses some serious puzzles concerning various scaling
relations for the exponents that still remain to be solved
in the future. In addition quite recently the possibil-
ity of an intermediate spin-glass phase, located between
the paramagnetic and the ferromagnetic phase has been
discussed.3%3% It seems to us to be quite important to
clarify the consequences of the existence of such a phase
for the nature of the transition considered here.
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