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We have studied, using Monte Carlo (MC) simulation for ferromagnetic Ising systems in one to four
dimensions and solving numerically the mean-field (MF) equation of motion, the nature of the response
magnetization m(z) of an Ising system in the presence of a periodically varying external field
[A(t)=hycos(wt)]. From these studies, we determine the m-A loop or hysteresis loop area 4 (= ¢ mdh)
and the dynamic order parameter Q (= ﬁmdt) and investigate their variations with the frequency (o)
and amplitude (A,) of the applied external magnetic field and the temperature (7)) of the system. The
variations in A are fitted to a scaling form, assumed to be valid over a wide range of parameter (®,,,T)
values, and the best-fit exponents are obtained in all three dimensions (D=2,3,4). The scaling function is
Lorentzian in the MF case and is exponentially decaying, with an initial power law, for the MC cases.
The dynamic phase boundary (in the Ay-T plane) is found to be frequency dependent and the transition
(from Q70 for low T and A, to Q=0 for high T and A,) across the boundary crosses over from a discon-
tinuous to a continuous one at a tricritical point. These boundaries are determined in various cases. We
find that the response can be generally expressed as m (¢)=P(w(t —7)) where P denotes a periodic
function with the same frequency w of the perturbing field and 7.4{4y,w,T) denotes the effective delay.
We established that this effective delay 7.4 of the response is the crucial term and it practically deter-
mines all the above observations for 4, Q, etc. Investigating the nature of the in-phase (') and the out-
of-phase (') susceptibility, defined as ' =(mq/hy)cos(¢) and x'' =(my/hy)sin(@); p=wTs [and m, is
the amplitude of m (¢)], we find that the loop area A is directly given by x’’ and also the temperature
variation of x"', at fixed w and h,, gives a prominent peak at the dynamic transition point. We have also
studied the behavior of the response magnetization by the application of a short-duration (compared
with the relaxation time) pulsed magnetic field. Here, we observed (both in the MC and MF cases) that
the width ratio (of the half-width and the width of the response magnetization and of the pulsed field, re-
spectively) and the susceptibility (the ratio of excess magnetization over its equilibrium value and the
height of the pulsed field) both show sharp peaks at the order-disorder (ferromagnetic-paramagnetic)
transition point. We have also studied similar response behavior of Ising systems in the presence of
time-varying longitudinal and transverse fields, solving numerically the mean-field equation of motion.
We have again studied here the nature of the dynamic phase transition and the behavior of the ac sus-
ceptibility (both longitudinal and transverse) across the dynamic phase boundary. For a short-duration
pulse of the transverse field, the width ratio and the pulse susceptibility are again seen to diverge at the
order-disorder transition point.

1 SEPTEMBER 1995-1

I. INTRODUCTION

When the external magnetic field on a ferromagnet is
swept in time, say sinusoidally, the system cannot
respond instantaneously, and the response gets delayed
(in general with periodic but modified in form for its time
variation). In particular, if the relaxation time of the
(cooperatively ' interacting) thermodynamic system is
comparable to the time period of the oscillating magnetic
field, an interesting competition takes place. This leads'
to the hysteresis loops, arising out of the delay in
response to the driving field; a typical nonequilibrium
phenomenon.

It is of considerable interest to study the nature of the
response magnetization m(z) of a magnetic system in the
presence of such periodically varying external magnetic
field [A(t)=h,cos(wt)]. It is observed that the thermo-
dynamic response function is always periodic (although
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not necessarily sinusoidal, as the external field) with the
same field frequency as that of the perturbing field, and
gets delayed in general due to relaxation. The hysteresis
loop is then identified as the Lissajous plot of the
response function (m) versus the perturbing field (h).
The delay in response gives rise to the nonvanishing
width (loss) of the hysteresis loops. The equality in fre-
quencies [of h(z) and m(z) and the delay in m(z)] gives
rise to the quadratic equation for the Lissajous figures,
giving the double valuedness and stability of the magneti-
zation in the hysteresis loops.’

It is quite interesting to know how the hysteretic loss,
or loop area A(= Qmdh over a complete cycle), varies
with frequency o and amplitude h, of the driving field
and temperature T of the system. In the last few years
there have been several theoretical studies'™!! (and some
experimental studies!?) of the hysteretic response of vari-
ous magnetic (model) systems. These theoretical investi-
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gations can be classified into two classes.

(i) Theories without spatial fluctuations,>™> which
reduce the dynamics of the system essentially to a single
differential equation of the order parameter (the uniform
magnetization in the mean-field approximation). In fact,
as pointed out by Tome and Oliviera,® the numerical
solution of the dynamical equation in the mean-field ap-
proximation for the response of a magnet in a periodical-
ly (e.g., sinusoidally) varying field indicates a novel dy-
namic phase transition: below a phase boundary
T, (hy, ), the dynamic order parameter Q(= ¢ mdt; nor-
malized over the time period of the field oscillation) or,
the time-averaged magnetization (averaged over a com-
plete cycle), acquires a nonzero value® [Q =0 for large T
and h, values above T,(h,,®) and Q70 for low h, and
T; the boundary is in general frequency dependent]. This
dynamic transition was later established for systems in-
corporating fluctuations.!

(ii) Theories considering spatial fluctuations may be
further subdivided into two classes.

(a) For models with continuous excitations as in the n-
vector model, the fluctuations can be tackled in the
n—co limit. A numerical solution of the coupled
differential equations by Rao, Krishnamurthy, and Pan-
dit® suggests, in this limit, a power-law variation of the
loop area ( 4) with frequency (w) and the amplitude (A)
of the externally applied sinusoidal magnetic field:
A~h§w® where a=2 and b=1 in the low » (and
T <T,, the critical temperature for 2,=0) limit in two
dimensions. As pointed out by Dhar and Thomas,’ the
corrected solution, with the allowance for (nonvanishing)
transverse magnetization in the n-vector model in the
n— oo limit, suggests a =b =1, with logarithmic correc-
tion, for loop area variation.

(b) Other studies are for models with discrete excita-
tions as in Ising models"® 71 in two to four dimensions
using Monte Carlo simulations. These simulation results
again confirmed a power-law fit for 4, with @ =0.46 and
b=0.36 in dimension D =2%? in Ising systems for very
low @ and T limit. Lo and Pelcovits® also studied the dy-
namic transition. However, they could not determine the
phase boundary T,(hy,») precisely. Acharyya and
Chakrabarti' studied the scaling behavior for the varia-
tion of 4 with o, hy, and T over a wide range of varia-
tions and found

A~hET Pgw/h}T?) , (1)
with the scaling function

glx)~x‘e Rz (1a)
in the Monte Carlo case, and

g(x)~x/(1+cx?) (1b)

or Lorentzian in the mean-field case. The best-fit values
for the exponents were found in dimensions D =2, 3, and
4 in the mean-field case. This scaling form reduces to a
power law in the @ —0 limit, giving

A~hiwbT™°, (1c)
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with a =a—ey, b=¢, and ¢ =b +€d. Putting the values
of the above exponents a, B, ¥, 8§, and €, one gets
a==0.70, 0.67, and 0.32 and b =0.36, 0.45, and 0.50 in
D=2, 3, and 4, respectively. The values of a and b in
D=2 are comparable with previous Monte Carlo® and
cell dynamical estimates.” These studies also indicated
that the variation of 4 with T is continuous without any
signature of any singularity in A(7) at any effective
T.(>0). The existence of the “paramagnetic” loops was
also confirmed by extrapolating finite-size studies and
from studies on hysteresis in a one-dimensional chain.!
The dynamic order parameter Q (or the time average
magnetization, averaged over a complete cycle) acquires
a nonzero value below a critical T,(hg,w) line in the
phase diagram, and extensive studies™!! for the dynamic
phase transition were also made and the phase diagram
T,(hy) in the hy-T plane had been obtained (for different
o) in D=1 to 4. The vanishing of the dynamic order pa-
rameter Q across the phase boundary becomes discon-
tinuous (cf. Ref. 3) below a tricritial point T, (hg,).
These phase diagrams have been studied and the tricriti-
cal points have been located"!! in the Monte Carlo stud-
ies for one- to four-dimensional Ising systems and for the
mean-field dynamics. As mentioned before, the response
m(t) is always periodic with the same period as that of
the external field A (z) [although m(¢) is not necessarily
sinusoidal, except in the limit 2,—0 and 7 >>1]. The
response, however, generally gets delayed compared to
h(t). We can thus express m(t) as P(w(t —7.4)), where P
induces the same periodicity (@) as that of £(¢) and 7.4 is
the effective delay due to relaxation (determined in gen-
eral by T, hy, o, etc.). Solving m(t) for h(t), one gets the
quadratic equation (because of the same periodicity in m
and k) for the Lissajous plots or the hysteresis loops.!
Instead of solving for the hysteresis loops (Lissajous
plots), we also studied!3 here the (linear) ac susceptibility
x=x'—ix", x'=(my/h\coslowTyg), and x'(my/
ho)sin(@7.g), where m( is the amplitude of m(¢). We
studied the variations of this ac susceptibility of an Ising
system, using a numerical solution of the mean-field equa-
tion of motion for the dynamics and using the Monte
Carlo dynamics for two- and three-dimensional systems.
The properties of x’and x”’, in particular, their tempera-
ture and frequency variations, are obtained. These
behaviors are also compared with those for conducting
magnets.!* "¢ It is found that y’ has a dip and ¥"’ has a
sharp peak at the temperature T;(hy,w) at which the dy-
namic phase transition occurs [Q70 for T <T,(hy,)
and Q =0 above]. This indicates that the dynamic transi-
tion is a true thermodynamic phase transition. Y’ has
another smeared peak at a higher temperature. We thus
found indications'® of a new method to detect the dynam-
ic phase transition? in such systems, from the study of
temperature variations of ¥’ (and x’) for fixed 4, and w.
We report here some additional results for the ac suscep-
tibility and its behavior near the dynamic transition.

We also report here the results of the response of an Is-
ing system due to a pulsed magnetic field. We have stud-
ied the behavior of the response (magnetization) due to a
pulsed field of very short duration (compared with the re-
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laxation time), using Monte Carlo simulation and solving
the mean-field equation. The form of the pulsed field is
h(t)=hp for a short duration 8¢ and A (z)=0, elsewhere.
The pulse has been applied after bringing the system to
its (thermodynamic) equilibrium state at any tempera-
ture. The response magnetization m(t) also shows a sud-
den rise from its equilibrium value, which we character-
ize by its height m, and half-width Az. The width ratio
R =At/8t and the pulse susceptibility x’=m,/h, are
studied. Both these quantities show sharp peaks at the
order-disorder transition point. The usefulness of the
studies of such (pulse) susceptibilities is indicated.

To see the quantum effects on phase transition
behavior, the simple and widely studied Hamiltonian has
been the Ising systems in transverse field.!”"1® Here, the
tunability of the quantum fluctuation (through the ma-
nipulation of the transverse field or tunneling term) and
its separation from the cooperative term give added ad-
vantage (for analytic study). The effect of such tunneling
terms on finite temperature hysteresis in Ising systems
has recently been studied by Acharyya, Chakrabarti, and
Stinchcombe (ACS).!° These studies have been extended
here for oscillating and pulsed transverse field cases.

ACS studied,!” by solving the dynamical mean-field
equation for the components of the magnetization, the
response of an Ising system in the presence of a
(sinusoidally) oscillating transverse field. The hysteric
loop area (A, =@ m*dI’, m”* denoting the transverse
magnetization and I" the transverse field) has been ob-
served to fit to a scaling relation
Ax~F§'T‘Bg(w/I‘6"T‘S'), where a', ', v', 8’ are some
exponents, 7 is the temperature of the system, and @ and
I’y are the frequency and amplitude of the transverse
field, respectively. The scaling function g(x) has been ob-
served to be Lorentzian, having the form x /(1+cx?).
The scaling exponents were estimated exactly by solving
analytically the dynamical mean-field equation in some
(linearized) limits. They also obtained the phase bound-
ary (in the I'y-T plane) for the dynamic phase transition
[where the order parameter is Q,= ﬁmz(t)dt], across

which Q, changes from nonzero to zero values. An ana-
lytic estimate of the phase boundary has also been ob-
tained [T=T,/sinh(Ty), T'y,=(7/2)',], which agrees
well with that obtained numerically.

From the response of an Ising system in the presence of
an oscillating longitudinal field and a static transverse
field, we have also studied the dynamic transition bound-
ary in the temperature 7 and the transverse field I plane.
Here again, the ac susceptibility components show sharp
peaks (or dips) at the dynamic transition point. The
response magnetization of the transverse Ising system has
also been studied for a short-duration pulse (of width 8¢
and height 8T, over its steady value I') of the transverse
field. Induced response (due to pulsed transverse field) is
seen to have finite width and height. The width ratio (of
the half-width of the response with that of the pulse) and
the pulse susceptibility (the ratio of the height of the in-
duced response with that of the pulse) diverge at the
order-disorder transition point. This study again indi-
cates that the variation of this “pulse-width ratio” or the
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“pulse susceptibility” are very useful dynamical probes to
determine the ‘“‘static” phase diagram. These results are
reported here.

We organize the paper as follows. In Sec. II, we dis-
cuss the results for the response of the classical Ising sys-
tem, and in Sec. III the response of the quantum Ising
system. In Sec. II A we present the Ising Hamiltonian
and discuss the Monte Carlo technique employed and the
mean-field dynamical equation of motion used. In Sec.
II B, we give the results for the delayed response magneti-
zation and compare that with the external field. In Sec.
IIC, we give the results for loop area variation and dis-
cuss the scaling fits. We give the results for dynamic
transition in Sec. IID. In Sec. I1E, the results for the
study of the ac susceptibility in such systems and its vari-
ation across the dynamic phase boundary are discussed.
In the next section (Sec. II F), we give the results of the
response due to a pulsed field of very short duration.

In Sec. 111, we extend the previous study'® of hysteresis
in the transverse Ising system by investigating the nature
of response magnetization of an Ising system in the pres-
ence of a static transverse field and an oscillating longitu-
dinal field, as well as for an Ising system in the presence
of a short-duration (compared to the relaxation time)
pulse of the transverse field. These studies have been
made here using the mean-field (MF) equation of motion
for the transverse and longitudinal magnetizations. The
model Hamiltonian considered here and the MF dynami-
cal equations are discussed in Sec. III A. The numerical
results of the dynamic phase transition and the ac suscep-
tibility variation with respect to temperature and trans-
verse field are discussed in Secs. III B and III C, respec-
tively. The results for the response magnetization due to
an additional pulse in the tunneling field I, over a steady
transverse field, are given in Sec. IIID. Concluding re-
marks are made in Sec. IV.

II. RESPONSE OF THE ISING SYSTEM
TO TIME-VARYING LONGITUDINAL FIELD

A. Monte Carlo simulation and mean-field dynamics

For Monte Carlo (MC) study we consider an Ising sys-
tem with nearest-neighbor ferromagnetic interaction in
the presence of a sinusoidally varying external longitudi-
nal magnetic field. The Hamiltonian is taken as

H=—J 3 oioi—h(t) 3 o}, ()
(i,j) i

where J (>0) is the nearest-neighbor ferromagnetic in-
teraction strength, and A(¢) is the sinusoidally varying
external magnetic field A(z)=hgcos(wt); w is the fre-
quency of the ac magnetic field. The spin variables o”
can take only two (+1) values. In our study, the scale of
energy has been set by choosing J=1. We consider
periodic boundary conditions for lattices of sites L, where
L =100, 20, and 10 in D=2, 3, and 4, respectively (some
of the results have been checked for much bigger sizes,
e.g., for L=1000 and 100 in D=2 and 3, respectively).
We used the standard Metropolis Monte Carlo algorithm
(Glauber dynamics)!! for simulating the Ising system.
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We update the spin variables o by stepping sequentially
through the lattice. In our study, first we kept the tem-
perature (7T') and the field amplitude (h,) fixed, and
varied the frequency (@) of the applied magnetic field.
Here the unit time interval ¢ is defined such that
t X 12X 10° equals unity. This choice, although arbitrary,
has been made to ensure that for highest frequency (in
our chosen range), the number of steps required to com-
plete a cycle would be at least of the order of 10 [the
minimum number of MC steps is of the order of 10 at
high frequencies w~0(10°)]. This Monte Carlo time (in
units of single iteration over the entire sample) is not
directly related to the real time. Various cluster algo-
rithms could be used for faster updates. However, we be-
lieve the scaling properties (singularities in time or fre-
quency variation) would remain unchanged for any such
algorithms. The range of the field amplitudes is also suit-
ably chosen: For low enough field amplitude, lower than
coercive field, one would not get the conventional (sym-
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metric) shape of the hysteresis loop. On the other hand,
for very high field the cooperative effect would be
suppressed and the magnetization saturates. The typical
response function and the shapes of the loops for different
parameter values %, @, and T in D =3 are shown in Fig.
1(a). Most of the data on loop area, used in the later
analysis, are obtained from averages over about 10 to 30
random number seeds.

For comparison, we also study the results of mean-field
(MF) equations of motion. The equation for the dynam-
ics of the magnetization (m ) of a magnet in the presence
of a sinusoidally time-varying magnetic field
[A(2)=hy cos(wt)] may be written in the mean-field ap-

proximation as 3
m ~+h cos(wt)
Téd%z—m +tanh ———O—T—‘—'— (3)

Here m represents the magnetization, h, and w represent
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the amplitude and the frequency, respectively, of the
sinusoidally varying magnetic field, and T is the tempera-
ture of the system (the Boltzmann constant and the spin-
spin interaction strength are taken to be unity). The 7
here represents the microscopic (single spin-flip) relaxa-
tion time. We have solved the equation numerically both
by discreatizing, i.e., using the map

m(t)+h,cos(wt)
T

m(t+7)=tanh , (3a)

and by using the fourth-order Runge-Kutta method (in
single precision, taking the time differential equal to
107) to get m(t) from Eq. (3). Both give qualitatively
the same results; the results obtained using Runge-Kutta
are more accurate and we use those results. Plotting
m(t) as a function of h(t) we got the m-h loop. Some of
the typical response functions and the shapes of the loops
are shown in Fig. 1(b).

B. Delayed response

1. Monte Carlo results

Here our main interest is in the study of the response
function for periodic perturbation in such magnetic sys-
tems. We have shown in Fig. 1(a) some typical MC re-
sults for d=3 response functions (magnetization); the
corresponding Lissajous figures (the hysteresis loops) are
also shown. It may be noted from these figures (for the
response magnetization behavior) that the response func-
tion (although delayed) is again a periodic function with
the same frequency (w) as the field. This is because of the
invariance of the Glauber dynamics (see Ref. 11) to the
replacement of the time ¢ by ¢t +27 /w, as the local field is
a linear function of local spin moments and does not con-
tain any time integral (noninvariant) operators. As men-
tioned earlier, this equality of the period of both the per-
turbation and the response is responsible for the quadra-
tic nature of the Lissajous figures (see the Appendix) and
the double valuedness (and stability) of the magnetization
in the m-h or hysteresis loops. In fact, if the frequencies
would be slightly different, the Lissajous figures would be
unstable and would continuously change shape (see Ap-
pendix) with a periodicity dependent on the frequency
mismatch. It may further be noted (from the response
behavior shown in Fig. 1) that as the temperature of the
system increases, the effective time lag (7.4) goes to zero
and the hysteresis (or m-h ) loop (width) shrinks and the
loop area ( A4 ) tends to vanish (see the discussions in the
next section). In fact, 7.4 is also a function of the ampli-
tude h (until saturation) and frequency o of the perturb-
ing field. The w and T dependence of 7.4 are extracted
from these MC results and will be discussed in Sec. ITE.

2. Mean-field results

The nature of the response in this mean-field limit has
been studied already by Tome and Oliviera.? In Fig. 1(b),
we just give some typical response functions and the cor-
responding Lissajous plots (in the insets). Here again, the
response is periodic with the same frequency as that of
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the ac magnetic field. This is because the equation of
motion (3) is invariant under a replacement of ¢ by
t+2m/w. The effective delay (in time) 7.5 has also been
extracted from these numerical results, and its variation
with respect to temperature and also with the frequency
o of the external field will be discussed in Sec. IT E.

3. General form of response magnetization

Generally, one can write the solution for the response
function (magnetization) as

m(t)~P(a(t—7g)), 4)

where P is a function such that m(z) is also periodic
[having amplitude my(T,hy,@)] with the same frequency
o of the perturbing field 2. The delay in the response by
the effective time lag 7.4, compared to the perturbing field
h(t), will be studied in Sec. ITE.

C. Loop area

Scaling

We observed that for a particular temperature and field
amplitude, initially the area increases with frequency and
reaches a peak, dependent on hy and T. After that, it de-
creases as frequency increases further. The whole curve
rises up and the peak shifts towards the low-frequency
side as the temperature is lowered (for fixed field ampli-
tude). Similarly, at any fixed temperature, the whole
curve rises up and the peak shifts towards the high-
frequency side as the field amplitude is raised. This is a
common feature for all dimensions [see insets of Figs.
2(a)-2(d)]. We tried to fit all these results for 4(hy,0,T)
to the scaling form Eq. (1) with the scaling function g(x)
given by Eq. (1a) [see Figs. 2(a)-2(d)]. The best-fit values
for the exponents «, B, 7, 8, and € in different dimensions
are given in Table I. Note that these exponent values are
the best-fit values (over a wider range of parameter values
compared to earlier studies!).

As can be clearly seen, the above scaling form (la)
reduces to a power law 4 ~h3w’T ¢ with a=a—ey,
b=e¢, and ¢c=B+€b in the w—0 limit. We thus get
a=0.70, 0.67, and 0.32, b=0.36, 0.45, and 0.50, and
c=1.18, 1.98, and 1.12 in D=2, 3, and 4, respectively

TABLE 1. Exponent values for the best fit of the Monte Car-
lo data for A variation to the scaling form (1) in different dimen-
sions. The same for mean-field results are also given.

D a B v 8 €

2 1.00 0.75 0.85 1.20 ~0.36
+0.02 +0.05 +0.05 +0.08

3 1.00 1.20 0.70 1.75 ~0.45
+0.02 +0.03 +0.04 +0.08

4 1.00 0.45 1.35 1.35 ~0.50
+0.02 +0.03 +0.05 +0.08

MF ~1 ~1 ~1 ~0
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hy=2.0. The solid curve indicates the proposed scaling function g(x)~x €exp( —x2/0) and €=0.50. (¢) For the MF data. Different symbols corre-
spond to different T'and hy: O, T=1.5, hy=1.2; 0, T=2.25, hy=2.0; A, T=0.75, hy=1.3; O, T=0.75, hy=1.4; %, T=0.75, hy=1.5; x, T=1.0,
hy=1.1; x, T=1.0, h0=1.2;é, T=1.25, hy=1.0; and{), T=1.25, hy=1.1. The solid line indicates the proposed scaling function glx)~x/
[1+(ex)?].
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(from Table I). These values for a and b agree well with
the previous Monte Carlo® and cell dynamical® estimates
for the previously estimated values of a and b in D =2.

In Fig. 2(a), we show the results of the scaling fit in two
dimensions (L =100). The range of the temperature (T')
was from 1.5 to 3.0 and that of the field amplitude (4,)
was from 1.25 to 2.5. In D=3, as mentioned before, we
have taken L =20 and studied the variation of 4 with
for various temperatures (7 =3.0, 4.0, 5.0, 6.0) and field
amplitudes (h, ranging from 1.25 to 2.5); see Fig. 2(b).
In D=4 we have taken L =10 and the variation in A4
with w at different T (in the range from 4.0 to 8.5) and for
hgy ranging from 3.0 to 6.5 [Fig. 2(c)]. Similar results for
D=1 (L=10000) is shown in Fig. 2(d). In all these
figures, we show the original data for variations of A4
with w at different A, and T in the corresponding insets.
The figures themselves show the best fit to the scaling
form (1a).

We have also estimated the area of the m-h loop (hys-
teresis loop) obtained from the solution of the mean-field
equation of motion (3) for various values of w, A, and T.
We tried to fit all these results for 4 (w,h,,T) to the scal-
ing form (1) and the best fit was obtained [see Fig. 2(e)]
with a Lorentzian scaling function (1b). The best-fit
values for the exponents a, 8, v, and 8 are around 1, 1, %,
and O, respectively. In the ®—0 limit above relation (1b)
reduces to the power law (and putting above values of «a,
B, v, 8, and €) and we get a=], b=1, and c =1 in MF
approximation. In fact, in the linearized limit (hy,—0
and large T'), the mean-field equation of motion (3) can be
solved and integrated to give (see the Appendix)

m(t)=mg,cos(wt—¢) ,
mo=hy/T[e*+(0?r)]?, (5
¢Ean-eff=sin_1{arr/[e2+(co2'rz)]1/2} s

for the stable solution. The response of a sinusoidally
varying field is thus also a similarly (time)-varying mag-
netization with the same frequency but with a phase lag
¢. The Lissajous plot of m(t) versus A(t) will enclose
some nonzero area if the ¢ is nonzero. The phase lag (¢)
of the response (magnetization) compared with that of
the perturbing field is determined by the finite relaxation
time 7/€ (¢=0 for 7/€=0), and hysteresis loss is finite
(area is nonzero) where ¢ is nonzero. In this linearized
case, one can calculate the area of the (stabilized) hys-
teresis loop
h3wr

A= Pmdh et @] ()
This gives the Lorentzian form (1b) mentioned above, for
the scaling function g(x). In fact, it is quite interesting
to note that this same Lorentzian form of A remains val-
id more generally (even when linearization cannot be
done), and this can be seen from the Lorentzian fit [Fig.
2(e)] of the scaling function g(x ) for the numerical solu-
tions of the loop area A obtained from the solution of Eq.
(3). However, it may be noted that the values of the ex-
ponents «, 3, v, and & [in Eq. (1)] are different from those
in this linear limit.
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D. Dynamic transition

The other important and interesting aspect of such
hysteretic response is the dynamic phase transition,’3
first indicated in the mean-field solution of the dynamic
response.’ If the Ising system is placed in a sinusoidally
varying longitudinal magnetic field, the time-averaged
magnetization over a complete cycle [ ¢ m(t)dt =Q, nor-
malized over the time period 27w /w of the oscillating
field] acquires a nonzero value in the low field (amplitude)
and temperature region in the s,-T plane, separated by a
phase boundary T,(h,,®). The mean-field solution also
indicated the existence of a tricritical point [ T F(h,,®)]
on the phase separation line, across which the nature of
the transition crosses over from discontinuous to a con-
tinuous one.

The observed phase separation line (separating the
Q0 phase from the Q=0 phase) is shown in Figs.
3(a)-3(c) for the Monte Carlo studies in D=1, 2, and 3,
respectively. In two dimensions, the MC data shown in
Fig. 3(b) are for L =100 and we studied the variation of
the phase separation line T,(hy,w) for different w. We
find that as the frequency decreases, the phase boundary
line (T, line) shrinks inward in the s(-T plane. We also
find that the crossover of this transition across T, (hg, ),
from a discontinuous to a continuous one, at )Y (h, o),
is very prominent [see inset of Fig. 3(b), showing the na-
ture of the transition just below and above the TCP at a
particular w]. Here, in two and three dimensions, the tri-
critical point is observed to be more or less independent
of frequency [Figs. 3(b) and 3(c)]. However, in one di-
mension the tricritical point clearly depends on frequency
[see Fig. 3(a)]. Here also the phase separation lines are
shown for different frequencies (o =0.208, 0.104, 0.052),
obtained from the MC study for L =1000. The crossover
at the tricritical point is again very prominent as shown
in the inset of Fig. 3(a), where the nature of the transition
just below and above the TCP at ©=0.104 is given. We
observed similar behavior of the dynamic phase transi-
tion in d =3 [Fig. 3(c)]. The mean-field results for the dy-
namic transition are shown in Fig. 3(d). Although the
dynamic transition exists for the solution of the mean-
field equation of motion [Fig. 3(d)], the existence of the
transition in the Monte Carlo case (in the presence of
fluctuations) has been checked using a finite-size variation
study. In Fig. 4(a) we show the variation of Q (at fixed
hy=2.0, »=0.104, and T=1.5) with 1/L (for L varying
from 10 to 100) for D =3. No significant finite-size effect
is observed. Figure 4(b) shows that as the frequency de-
creases, the limiting zero-field dynamic transition point
TJ [where the T, line cuts the T axis in the h,-T plane in,
e.g., Figs. 3(a)-3(c)] approaches the ordering tempera-
ture T, (=0, 2.27, and 4.51 in D=1, 2, and 3, respective-
ly) for the ferromagnetic-paramagnetic transition (in the
absence of any external magnetic field).

The dynamic phase transition is, in fact, a manifesta-
tion of the coercivity property (one of the important
features of hysteresis). In the Q0 phase, the m-k loop
is not symmetric about the field axis and lies in the upper
half (or lower half) of the m-h plane depending on the ini-
tial magnetization. Even in the static limit, a minimum
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magnitude of external and opposite magnetic field (coer-
cive field) is required to change the sign of the magnetiza-
tion for complete spin reversal. This magnitude of the
coercive field depends on the temperature 7. The coer-
cive field increases as the temperature decreases. In the
case of a sinusoidally varying field, for a transition to a
Q=0 phase from a Q70 phase, the field amplitude
should be at least of the order of the coercive field de-
pending upon the temperature. So, in a sense, the phase
boundary for the dynamic phase transition (in the low-
field limit) is the coercive field variation with respect to
temperature. Since h(t)=h,cos(wt) and |h(t)| <h,, the
phase boundary is the upper bound of the coercive field
variation with respect to temperature. However, the
difference of this upper bound increases with increasing

8.00

2.00
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frequency, because of the effective relaxation lag. In fact,
the tricritical point T Y(hy,) on the phase boundary
appears because of the failure to relax within the time
period (=27 /w) of the external field. The intrinsic relax-
ation time in the ferromagnetic phase decreases with
lowering of the temperature and below T, (hg,w),
Ter <27 /o (equality at T=T,F), so that the magnetiza-
tion changes sign (from m to —m) abruptly and conse-
quently Q changes from a value very near unity to O
discontinuously. This indicates that 7, should de-
crease with higher frequency as is indeed observed [see,
e.g., the inset of Fig. 3(d) for MF result]. In fact, at zero
temperature, the transition is completely mechanical
(purely field driven, without any thermal fluctuation) and
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FIG. 3. Phase diagram T,(hy,w) for the dynamic phase transition: below T,(h,,®), Q acquires a nonzero value in the F phase and
Q=0 in the P phase. Different symbols denote different phase boundary lines corresponding to different frequencies (). (a) Monte
Carlo results in D=1. O, ©=0.208; /A, ©=0.104; and 0, @=0.052. The location of tricritical points (TCP) is indicated by the cir-
cles. Inset shows the nature of the transition just above (I: h,=0.8) and below (II: h,=0.3) the tricritical point along the phase
boundary. (b) Monte Carlo results in D=2. 0, ©=0.418; A, ®=0.208; and ), ©=0.104. The location of the TCP is indicated by
the circle. Inset shows the nature of the transition just above (I: hy=2.2) and below (II: h,=1.8) the tricritical point along the
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cies) are indicated by the circles. The inset shows the variation of the location of the tricritical points 7] ¥ with respect to 1/w.
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can only be a discontinuous one. Above T,<F, the
thermal fluctuations win over and determine the nature
of the transition.

Although the appearance of the dynamic transition is
due to the breakdown of linear approximation in, say, the
solution of mean-field Eq. (3), we will show in what fol-
lows that a linear analysis or solution [of the form (5)]
with an additional additive constant (with nonzero value
inside the Q0 phase and vanishing for Q =0) will still
suffice for the understanding of the nature of the transi-
tion (see next section).
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FIG. 4. (a) Checking of the finite-size effect in the dynamic
transition in MC studies in D =3. We plot the Q values (at fixed
hy=2.0, »=0.104, and T=1.5) against 1/L (10=L <100). (b)
Variation of the limiting zero-field dynamic tricritical point T3
with frequency w. O corresponds to D =1; OO corresponds to
D=2; and A corresponds to D =3. The horizontal arrows indi-
cate the T,’s (for h,=0) ind =2 and 3.

E. ac susceptibility

ac susceptibility measurements are now commonly
used to determine magnetic and superconducting proper-
ties of materials.!*!> Typically, in an electrically con-
ducting (magnetic or superconducting) material, if the
external magnetic field (k) is periodically varied (say
sinusoidally) in time (¢ ), then the induced eddy current, !
in turn, produces a response magnetization m(t) given by
a complex susceptibility () having both the real or in-
phase (x’) and the imaginary or loss or out-of-phase (x'’)
parts. The m-h plot also gives the hysteresislike loops
with finite area (giving typically very small eddy loss) as
the y"’ is nonvanishing. The temperature and frequency
variation of the hysteresis loss or of ¥’’ (coming from the
temperature variation of the conductivity of the sample'”)
are then studied'* to locate the transition point of the
(electrical) conductivity of the (superconducting) samples.
There are also comparatively older reports'* on such
properties of ¥’ (and x’') in magnetic materials. The
above-mentioned out-of-phase part (x'’) of the suscepti-
bility and the consequent hysteresis loss (in conducting
magnets) arise due to the delayed response [magnetiza-
tion m(t)=mgcos(wt —¢); X' =(my/hy)sin(¢p)] to the
external field variation [h(¢)=hgcos(wt)]. This loss
originates from the nature of the induced eddy currents, !
or from the laws of electrodynamics (giving always linear
response, which is noncooperative in nature).

Here, we study the thermodynamic ac susceptibility of
cooperatively interacting Ising systems,'® using both MC
and MF dynamics (which are generally nonlinear). As
discussed in Sec. II B, the magnetic response of an Ising
system in a sinusoidally varying external field can be ex-
pressed as Eq. (4): m(t)=P(w(t —7.)) with an effective
amplitude my(hy,T,w). Let us define here also the
(linear) ac susceptibility as

X:(mo/ho)e_i¢, ¢=wTeff s
or

X =(mgy/hy)cos(ory) ,
(7

X" =(mgy/hy)sin(oTg) .
We have measured }’ and y’’ from the numerical esti-
mate of 7.4 (from the difference between the minima posi-
tions of magnetization and magnetic field). The solution
of the mean-field equation [Eq. (3)] for ¥’ and x"' is shown
in Fig. 5(a) where we also show (for comparison) the vari-
ation of the response amplitude m, and order parameter
o(= ﬁmdt) for the dynamic phase transition. In Figs.
5(b) and 5(c), the same are shown for Monte Carlo dy-
namics of D=2 and 3 (sizes 100? and 20°, respectively,
averaging over 200 Monte Carlo seed values) Ising sys-
tem. One can identify the high-temperature smeared
peak in ¥’ with the high-temperature decay of magnetiza-
tion amplitude (m,) and the second (low-temperature)
prominent peak in }’’ (and the dip in }’) with the dynam-
ic transition (Q changing from a zero to a nonzero value).
A similar behavior for ¥’ and )’ is shown in Fig. 5(a), as
obtained from the numerical solution of the mean-field
equation of motion (3), using the fourth-order Runge-
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FIG. 5. Temperature variations of ', ¥, @, ¢, and m, for
two different field amplitudes (hy). (a) Mean-field case: I:
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»=0.125. (c) Monte Carlo results in D=3: ©I. h;=0.75,
©0=0.125; II: hy=1.25, ©=0.125.

Kutta scheme.

The linearized theory, as discussed above, can easily
account for such (observed) variations in the mean-field
case. These observations for frequency dependence of y’
and x"’ are also very much comparable to those observed
in conducting magnets.'* As shown in Sec. II C, the solu-
tion can be written as m(t)=m,cos(wt—¢), where
mo=hy/(€*+*)\?T and ¢=sin" [wr/(€
+®?72)!/2]. One can then express the complex suscepti-
bility as Y’ =(mq /hy)cos(¢) and "' =(my/hy)sin().

This peak (dip) in ¥’ (x') at the dynamic transition
point thus comes from the corresponding peak in 7.4 or
the phase lag ¢ (with the variation of temperature). This
dominant peak in 7. (slowing down of relaxation) comes
from the almost discontinuous (nearly first-order) transi-
tion where the external field goes above the coercive field
and a spin-reversal domain is quite abruptly formed (for
®70; exact discontinuity at ®=0). To see this we stud-
ied the relaxation behavior of the mean-field system in
the presence of a static field —hy [@=0 in Eq. (3)] oppo-
site to the orientation of the initial magnetization (we
start with m ==*1 at t =0). The relaxation time has two
peaks; one is very sharp and the other is quite smeared
(see Fig. 6). The sharp peak indicates the temperature at
which the applied negative static field becomes compara-
ble with the coercive field [where the magnetization
discontinuously jumps from +m(¢) to —m(t)]. Thus, in
the presence of oscillating field at a certain value of the
amplitude which is sufficient (at that temperature) to pro-
vide for the coercive field, the dynamic transition occurs.
For that temperature, the effective time lag will be max-

6559

Ll o

- Tgff

. III
_1IllllllLlllll|lllll
(0]

3

JPY [ TS U M T N SO B U U B M B |

0 2 4
T

FIG. 6. Behavior of the effective relaxation time (7 for stat-
ic field) and equilibrium magnetization with respect to tempera-
ture in the presence of a static negative field (in the mean-field
case): I: hy=—0.3; II: hy=—0.1; III: hy=—0.001. Initial
magnetization was + 1 in all cases.

0.8 m(t) LA’: mp
0.6
0.4 | (a) T
0.2 h(t) 6t}j‘:’
98 4 ! ‘
0.8 m(t)
‘0.6
0.4 (b)
h(t)
0.2 —
98 = ! -
0.8 [—
0.6 (C)
0.4 | - m(t)
oz |- " ‘*m
0.0 J
024 50 1 (éo 750 200

FIG. 7. Time variations of the response magnetization m(t)
and the pulse field 4(¢) for the Monte Carlo study in D=3. (a)
T=4.0, 8t=5 MCS’s, and k,=0.5. (b) T=4.0, 6t =25 MCS’s,
and h,=0.5. (c) T=5.0, 8t=25 MCS’s, and h, =0.5.
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imum and consequently the phase lag ¢ will be max-
imum. At that point }'’ will give a peak and Y’ will give
a dip. After that, y’ will again tend to grow but with in-
creasing temperature, the amplitude m, starts falling,
and consequently, ¥’ shows a smeared peak at an optimal
temperature (7> 1).

Our study on the temperature variation of the complex
susceptibility of an Ising model in a periodically varying
external field shows that a low-temperature prominent
peak in x" (and dip in ') occurs (at T,) as one crosses
the dynamic phase boundary [Q+#O0 for T <T,(hgy,w)
and Q=0 for T=Ty]. In fact, this observation of a
sharp peak (dip) in the ac susceptibility across the dy-
namic transition line indicates the dynamic transition to
be a truly thermodynamic transition. This is also sup-
ported by the observation (see Fig. 4) that the limiting
transition temperature T§ (for h,—0) approaches the
order-disorder transition temperature 7, as o—0. The
experimental measurements of the behavior of y’’ in mag-
netic insulators would thus be able to detect the intrigu-
ing dynamic phase transition (and determine the phase
boundary).

F. Behavior of the response
due to a pulsed magnetic field

In order to investigate another interesting dynamic
response of such systems, we have studied the response of
a pulsed magnetic field both by Monte Carlo simulation
and also by solving the dynamical equation of motion for
the response magnetization in the mean-field approxima-
tion. Here, the time variation of the external field has
been taken as

h(t)=h, for ty<t<ty+6t,

g @®)
=0, elsewhere .

In both the cases, we have first allowed the system to
relax from a nonequilibrium state (m =1,T+#0) to its
equilibrium state at any nonzero temperature (7°), and
then applied the pulse for a short duration 8¢ (compared
with the relaxation time). As the pulse has been applied,
the response magnetization gets sharply peaked over its
equilibrium value. This response (see, e.g., Fig. 7) is
characterized by two quantities: the height m, and its
half-width Az of the pulsed response magnetization m(¢)
(over its equilibrium value). We thus measure two impor-
tant quantities: (i) width ratio R =At¢ /8¢ and the pulse
susceptibility Y’=m, /h,. We have studied the tempera-
ture variation of R and y”. In the MC case in the D =2
Ising system, we have taken hp =0.25, 6t =5 Monte Car-
lo steps (MCS’s) and the system size is L =500. R shows
a sharp peak and x”? shows a smeared peak near T=2.6
[at somewhat higher T than T, (Onsager) =2.69] [Fig.
8(a)]. In D=3 the system size is L =100, pulse (field)
height h,=0.5, and the pulse width =5 MCS. Here,
the corresponding peaks of R and ” have been observed
near 7'=4.6 (slightly higher than T,=4.511) [Fig. 8(b)].
In the MF case the corresponding sharp peaks have been
observed at T'=1.001 [for hp=0.01, 8t =50 times the
time differential for solving the MF equation; T,
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(MF)=1] [Fig. 8(c)]. In all these cases, the effective T
obtained from the peak position is slightly overestimated,
and this overestimation disappears in the limit 4, —0 and
8t —0. It may also be mentioned that y”— Y, the static
susceptibility, in the limit hp —0, 8¢— . Also, the
sharpness of the peak in the MF case, and the increasing
sharpness and height of the peak with the system size (L)
in the MC cases, indicate the divergence of }” and R at
the order-disorder transition point.

Since short pulses do not affect significantly the static
equilibrium transitions of the system and yet can sense
the critical fluctuations of the equilibrium (static) phase,
as can be seen in the above study of the pulse susceptibili-
ty and width ratios, etc., the pulse response studies of
self-organized or self-tuned systems (where the phase
transition point cannot be tuned externally; often a cata-
strophic point) can give prior indications of an imminent
transition point. One can consider, for example, the
study of acoustic pulse response (susceptibility/width ra-
tio) in a system with propagating or spreading
rupture/fracture.’® An increasing tendency of the width
ratio here can indeed give the prior indication of the ca-
tastrophe.

III. RESPONSE OF ISING SYSTEMS
IN THE PRESENCE OF TIME-VARYING
TRANSVERSE FIELD

A. Model Hamiltonian and the mean-field
equation of motion

We consider a ferromagnetically interacting Ising sys-
tem placed, in general, in time-dependent transverse as
well as axial (or longitudinal) field. The general system
can thus be described by the model Hamiltonian

H=— 3 Joi0i—h()3 oi—T(1)3 o7, )
G, j) i i

where o are the Pauli spin matrices, I'(¢) represents the
time-varying transverse field, #(¢) represents the time-
varying longitudinal field, and J;; are ferromagnetic
spin-spin interaction strengths. The above Hamiltonian
generally represents a cooperative asymmetrical double-
well system, where both the tunneling (between the wells)
term (I") and the (double-well) asymmetry term (k) are
time dependent. In view of the wide applicability of the
(time-dependent) transverse Ising Hamiltonian to
represent the (tunneling-induced) order-disorder transi-
tion in hydrogen-bonded (potassium dihydrogenphos-
phate-type) ferroelectrics and Jahn-Teller compounds!”%°
and the possibility of tuning the asymmetry of the
double-well (A ) and the transverse (tunneling) field (I") by
changing the external pressure on the hydrogen-bonded
ferroelectrics,?® etc., the study of quantum relaxation and
hysteresis in such transverse Ising systems is not just of
pedagogic interest. By suitable tuning of external param-
eters (e.g., tuning of transverse field by pressure modula-
tion in order-disorder ferroelectrics), the interesting
features of the dynamic response and hysteresis in such
systems, as obtained here, can be studied.
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Some interesting limits of the above Hamiltonian are
(@) h(t)=0, TI'(t)=Tycoslwt), (b) h(t)=h,cos(wt),
I'(¢)=TI(const), and (c) h(¢)=0, I'(¢t)=IC+8T for
to <t <ty+58tand I'(+)=T, otherwise. The first case had
been studied earlier.!° The other two cases are investigat-
ed and reported here in detail.

In the mean-field approximation, the effective molecu-
lar field can be approximated as

h=[m*+h(t)]2+T)%x ,
so that the Hamiltonian takes the form

H=Sh-o, . (10)

Here again, the nearest-neighbor sum over J;; has been

taken to be unity. The generalized mean-field equation of

motion for the average magnetization can then be written
10

as

dm
— == — +
T m

h
|n|

|h|=V {[m*+h(£)]*+T()*} .

tanh

:
T

(11)

It may be mentioned here that the microscopic relaxa-
tion time 7 can, in principle, differ for longitudinal and
transverse magnetization. In order to reduce the number
of free parameters in the Hamiltonian, we have con-
sidered them identical here. In the classical limit (I'=0),
the above equation of motion reduces to the well-known
mean-field equation (see Sec. II A) for the Ising dynamics
in the presence of an oscillating longitudinal field.

B. Response magnetization and the dynamic transition
behavior for oscillating transverse field
(with zero longitudinal field)

Here, the axial or longitudinal field is zero [A(z)=0]
and the transverse field is sinusoidally varying in time,
i.e., ['(¢)=T,cos(wt). This case has been considered by
ACS,!® who studied extensively the hysteretic response
and the dynamic phase transition. We summarize here
the important results obtained for this special case [case
(a)] represented by the Hamiltonian

H=—73 J;o%0%—T(t) ¥ o5,
{ij) i
I(t)=T,cos(wt) ,

(12)

where o are the Pauli matrices.

Using the mean-field equation of motion (11) in the
case with A(t)=0, ACS!® had already studied the varia-
tion of the longitudinal and transverse magnetization
loop areas 4, = ﬁ m*dI and 4,= ¢ m?dT, respectively,
and the dynamic order parameter Q, = ﬁmzdt, as func-

tions of the frequency () and amplitude (I'y) of the
periodically varying transverse field and the temperature
(T) of the system. This had been done by solving the
mean-field equations (11) of motion for the average mag-
netization m=(o;)=m*x +m?%. They found that the
variation of the loop area A, with frequency « for
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different parameters (I'j and 7') can be expressed in a
scaling form

A, ~T¢T Fg , (13)

_o
7

with a Lorentzian scaling function

glx)~ (14)

_x
1+ex? '

The best-fit values for the exponents a’, B, ¥’, and &
were found to be around 1.75%0.05, 0.50+0.02, 0+0.02,
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and 0x0.02, respectively. The mean-field equation of
motion was solved analytically in three different (linear-
ized) limits giving (i) a’=2, B'=1, y'=0, and 6’=0 in the
high-temperature limit, (ii) a'=2, B'=0=y'=8' in the
low tunneling field amplitude limit, and @ii)) a'=1,
B'=0=y'=§’ in the (adiabatic) limit of very slowly vary-
ing transverse field, with the Lorentzian scaling function
(14). These limiting results (of effectively linear analysis)
for the exponent values give the useful bounds for the ob-
served exponent values.

The dynamic phase transition from Q, =0 (for high T,
and T) to Q,70 (beyond critical values of I'y and T)
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FIG. 9. (a) Projection of the dynamic phase
boundary (and TCP) in the h(-T plane. The
inset shows the change of the nature of the dy-
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occurs across the I'y-T line and the phase diagram (in the
I"y-T plane) for this transition had been obtained. An an-
alytic estimate for the phase boundary line,

T=T,/sinh(T,), To=(7/2)T,, (15)
had been obtained, which gave a fair agreement with the

numerical results.'©

C. Numerical results for magnetization and dynamic
transition behavior for oscillating longitudinal
field (and static transverse field)

Let us consider the next case [case (b)], where I is con-
stant, but 4 (¢) varies sinusoidally with time. Such a sys-
tem is described by the Hamiltonian

H=T Jijolzoj—FZU;‘—h(t)zof ,
Gij)
h(t)=hgcos(wt) .

(16)

We solved numerically the dynamical equation of motion
(11) using a fourth-order Runge-Kutta method [in single
precision; the value of the time differential (dt ) was taken
to be 107%]; the above (coupled) dynamical equations [for
two components of magnetization in (11)] are self-
consistently solved.

1. Dynamic phase transition

Using a simple trapezoidal rule we evaluated the dy-
namic order parameter Q,(= Q m?dt). For (classical) Is-
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ing systems, the dynamic phase transition has been exten-
sively studied (see Sec. II D).

For the model considered here [represented by Hamil-
tonian (16)], where I' is constant in time and
h(t)=hycos(wt), there is a dynamic phase boundary
T4(hy,w,T) (separating the Q,0 phase from the Q,=0
phase). We find the projection of this boundary in the
hy-T plane for a fixed T and o [Fig. 9(a)]. We also found
a crossover of this transition across T (hy,»,T), from a
discontinuous to a continuous one, at a tricritical point
T®(hy;w,T); see inset of Fig. 9(a) showing the nature of
the transition just below and above the TCP at a particu-
lar ® and I'. Similar behavior of Q, has been observed
for other projections of the phase boundary. Figure 9(b)
shows the phase boundary line T';(hy,w,T) in the hy-T'
plane (separating the Q,5~0 phase from the Q, =0 phase).
The position of the tricritical point I'JF(h,,w, T) is also
indicated on the phase boundary line. The inset of Fig.
9(b) shows the nature of the transition just below and
above the TCP at a particular » and T.

The dynamic phase transition, in fact, arises due to the
coercivity property. In the Q,70 phase, because of the
failure of the external field to provide for the coercive
field, the m-h loop is not symmetric about the field axis
and lies in the upper half (or lower half) of the m-h plane
depending upon the initial magnetization. So, the phase
boundary equation T,(hy,®,I') for the dynamic phase
transition, when expressed as h&(T,w,T’) gives in effect
the coercive field variation with respect to 7, I', and w.
The tricritical point T}CP(ho,w,I‘) appears because of

FIG. 10. (a) Temperature variation of .,
Xy> ., Q,, and m§ for two different values of
hy and a fixed value of w (0.0314) and T
(=0.1). I: hy=0.3 and II: A;,=0.5. (b) Tem-

perature variation of x5, X%, ., Q,, and mj

for two different values of A, and a fixed value
of w (0.0314) and T (=0.1). I: h;=0.3 and II:
hy=0.5.
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FIG. 11. (a) T variation of x;, x., ¢,, Q,,
and m§ for two different values of 4, and a
fixed value of w (=0.0314) and T (=0.1). I:
hy=0.3 and II: h,=0.5. (b) [ variation of 3,

X2 &, Q,, and m§ for two different values of

hy, and a fixed value of @ (=0.0314) and T
(=0.1). I: hy=0.3 and II: hy;=0.5.
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the failure of the system to relax within the time period
(27 /w) of the external field. The intrinsic relaxation time
T in the ferromagnetic phase decreases with lowering of
temperature and below 7] F(hg,0,T): 7eqlho, T) <27/
(equality at T=TJ°F), so that the magnetization changes
sign (from m? to —m?) abruptly and consequently Q,
changes from a value very near unity to zero discontinu-
ously. This indicates that T F(hg,w,T") should decrease
with increasing frequency, as has indeed been observed.
The same is also true for ['3F(hy,0,T).

2. The ac susceptibility

Following the successful introduction of ac susceptibili-
ty!? for (classical) Ising systems, we study here the prop-
erties of similarly defined (linear) ac susceptibility in such
a transverse Ising system.

In this case, by solving the mean-field equation of
motion we obtained the time variation of m* and m?
Both the transverse and longitudinal magnetization
showed that the responses are delayed but have the same
frequency of the perturbing oscillating field. But unlike
the case of the Ising system in periodically varying trans-
verse field (see Sec. III B and Ref. 10), the amount of de-
lay in this case is different for transverse and longitudinal
magnetization. We can express the response magnetiza-
tion m*(t) as P*w(t—7%)), where P* denotes the
periodic function with the same frequency o of the per-
turbing field and 7%; denotes the effective delay for the
ath component (a=x,y) of the response. We again
define the susceptibilities in a “linear” way: Assuming a

linear response m%*(t)~m¢§ exp[ilwt—¢,)], ¢,=w™%,
for a perturbation h(z)~h,exp(—iwt), the ac suscepti-
bility y, is defined as (m§ /h,)exp(—ig¢,). This defines
then the in-phase and the out-of-phase components of the
ac susceptibilities: x;=(m§/hy)cos(d,), x’=(mZ/
ho)sin(¢,), and x,=(mg/hy)cos(d,), and x,=(m}
hy)sin(é, ).

The components of the transverse and longitudinal sus-
ceptibilities are plotted against the temperature (7T) in
Fig. 10. Similar variations against I" (at fixed T') are also
shown in Fig. 11. At the dynamic transition point, where
the dynamic order parameter Q, vanishes, the . and y,
give sharp dips and x; and Y, give sharp peaks. Both y.
and y, have another smeared peak at some higher tem-
perature [T > T.(I")] (Fig. 10).

3. Solution in the linearized limits

It may be noted that the equation of motion for the z
component gets completely decoupled in the limits
T~'—0and I'-0. We can write from Eq. (11),

am* . T
T ar m*+ T’
(17a)
rdmz= l—i N hq cos(wt)
dt T T

in the 7! 0 limit and
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x
Tdm =—m*+

dt

tanh

mi+h(t) T
T mi+h(t)

(17b)
T dm” _ —m?*+tanh
dt

m*+h(t)
T

in the I'—0 limit. This suggests that the dynamic transi-
tion, etc., for the z component remains qualitatively the
same as in the classical mean-field case; the solution in
the linearized case is already given there (see Sec. II).

D. Response due to a pulsed transverse field
in the absence of longitudinal field

In order to study another interesting dynamic response
of such systems, we have studied the response of pulsed
transverse field on an Ising system, by solving the dynam-
ical equation of motion (11) for the response magnetiza-
tion in the mean-field approximation. Specifically, such a
case [case (c)] is represented by the Hamiltonian (9),
where A(2)=0 and the time variation of the transverse
field is taken as

[(¢2)=T+86I" for t,=t=<t,+6¢,
=r,

(18)
elsewhere .

As mentioned before, such a pulse can be applied to
order-disorder ferroelectrics by applying a pressure
pulse.?’ Here, the pulse has been applied at the equilibri-
um. First, we allowed the system to relax to its equilibri-
um state at any temperature (7') and then we applied the
pulse of small amplitude 8I" and short duration (6¢)
(compared to the relaxation time of the system) and ob-
served the response of transverse magnetization. Here,
the response longitudinal magnetization m? shows a dip
(of height m; and half-width A, measured from the equi-
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FIG. 12. Time variation of pulsed I'(¢) and m*¢) for a fixed
value of the temperature T (=0.2). I'=0.5, 6I'=0.05, and
8t =50x dt.
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FIG. 13. (a) Variation of the static susceptibility
Xstarl =dm?/dT") with respect to T for two different I'. I:
I'=0.5 and II: I"'=0.8. (b) Temperature variation of the width
ratio R, for different I" for pulsed variation in I'. I: T =0.5,
8I'=0.025, and 6:=50X dt and II: I"=0.8, 8I"=0.025, and
8¢ =50X dt. (c) Temperature variation of % for two different I'
for pulsed variation in I'. I. I'=0.5, 8I'=0.025, and
8t=50X dt and I1: " =0.8, 8"=0.025, and 8¢ =50X dt.

librium value) at the time (i.e., during the active period of
the pulse) when the pulse has been applied (see Fig. 12).
The width ratio R,(=A, /6t) has been measured and
we have studied the temperature variation of R,. Our
observation shows that R, has a very sharp variation, al-
most diverging [Fig. 13(b)], at the order-disorder transi-

II

0.5 r—

%0 0.2 0.4 0.6 0.6 1.0

FIG. 14. Temperature variation of x% for two different values
of T for pulsed variations in I". I: ’'=0.5 and II: I'=0.8. The
kinks indicate the transition points for two different values of I".
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FIG. 15. Temperature variation of x£ for three different
values of the pulse width (8¢) of the transverse field. I:
8t=2Xdt, II: 6t=10X dt, and III: 8¢=50X dt. In all cases,
I'=0.6 and 8T =0.05.

tion temperature [7,.(I"')]. We also define and measure
the pulse susceptibility y;(=m,/8I"). We find x% also to
increase (possibly diverge) at the same point [Fig. 13(c)].
It may be noted that Y2 becomes identical with the static
susceptibility as the pulse width 8¢ increases to infinity
(and 8T"—0). We also studied the behavior of transverse
susceptibility y? with respect to temperature for the
pulsed transverse field. A significant change in the tem-
perature variation in X% is again observed at the transi-
tion point (Fig. 14).

In order to see the effect of the pulse width 8¢, we have
also studied the variation of the pulse susceptibility (x2)
with respect to temperature (at fixed I'') for the different
values of the pulse width (8¢) (Fig. 15). For the first case,
with 8¢ =2, the pulse width being very small compared to
relaxation time at all values of T, the response is not very
prominent: Y?=0. For a slightly higher value of the
pulse width (8¢ =10), we observed the system to respond
partially, and as the transition point is approached, the
relaxation time increases and the response decreases and
finally vanishes. For even higher values of pulse width
(e.g., 8t =50), the response is similar to that of static per-
turbation [static susceptibility has a sharp dip at 7.(I")].
It is to be noted that as the relaxation time of the system
increases much above the pulse width &8¢, the response
again falls to zero.

IV. CONCLUDING REMARKS

We have studied numerically the time variation of the
response magnetization m(¢) of an Ising system in the
presence of a time varying (sinusoidal and pulsed) longi-
tudinal external field 4 (¢), using Glauber-type dynamics
with nonconserving order parameter (Sec. II). We have
also studied (in Sec. III) the response magnetization
[m(t), a=x,y] for the Ising system in the presence of
sinusoidally varying longitudinal field A(z) in the pres-

MUKTISH ACHARYYA AND BIKAS K. CHAKRABARTI 52

ence of constant transverse field I and also in the case of
zero external longitudinal field, but the transverse field T
has a pulsed time variation.

(a) In Sec. II, using both Monte Carlo simulation for
ferromagnetic Ising systems (with time-dependent longi-
tudinal field) in one to four dimensions, and solving nu-
merically the mean-field equation of motion, we have in-
vestigated the nature of response magnetization m(¢) of
an Ising system in the presence of a periodically varying
external field [A(t)=h,cos(wt)]. These results are given
in Sec. II B. From these studies, we determine the m-h
loop or hysteresis loop area A(= ﬁmdh) and the dy-
namic order parameter Q(= ﬁ mdt) and investigate their
variations with the frequency (w) and amplitude (h,) of
the applied external magnetic field and the temperature
(T) of the system.

The variations in A4 are fitted to a scaling form (1),
which is found to be valid over a wide range of parameter
(w, hy, and large T') values and the best-fit exponents are
obtained in all three dimensions (D =2,3,4). The scaling
function is Lorentzian (1b) in the MF case and is ex-
ponentially decaying, with an initial power law (la), for
the MC cases. These scaling fits for loop area A are dis-
cussed in Sec. II C. As mentioned there, we observed the
frequency dependence in the above scaling forms to be
much more robust than for the other parameters (h, T,
etc.). Additionally, we observed that the fitting exponent
values from the MC results in D =4 do not converge with
those obtained from the MF studies.

The dynamic phase boundary ( in the hy-T plane) is
found to be frequency dependent and the transition (from
Q0 for low T and h, to Q =0 for high T and h,) across
the boundary crosses over to a continuous from a discon-
tinuous one at a tricritical point (see Sec. II D). These
boundaries are determined in various cases. We find that
the response can be generally expressed as
m(t)=P(w(t — 7)), where P denotes a periodic function
with the same frequency () at the perturbing field and
Telhg,, T) denotes the effective delay. This equality in
the frequency of the response with that of the perturbing
field comes from the invariance of the (Glauber dynamics
or mean-field) equation of motion for a substitution of
t—t+2m/w. We established that this effective delay 7.4
of the response is the crucial term and it practically
determines all of the above observations for 4, Q, etc.
Investigating the nature of the in-phase (') and the out-
of-phase (') susceptibility form y=(my/hy)exp(—id),
d=wT.q we find y'' gives an idea of the loop area and the
temperature variation of x'’ at different w and A gives a
prominent peak at the dynamic transition point (see Sec.
IIE). It also indicates that the dynamic transition is a
truly thermodynamic transition. In fact, we also see (Fig.
5) that the dynamic transition ends in the order-disorder
transition in the limit #,—0, ®—0.

Our study also indicates that, although both 4 and Q
are (dynamic) state functions (of the variables h,, w, and
T), Q gives a more accurate representation of the dynam-
ic phase than A, which is a multivalued function of the
state variables (e.g., 4 —0 as w—0 as well as for ®— »;
see Fig. 2).
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We find that the numerical solution of the (fluctuation-
less) mean-field equation of motion (3) gives us all the typ-
ical features of the hysteretic response and the dynamic
transitions observed in the Monte Carlo studies. More-
over, the solution of the linearized mean-field equation of
motion in all these cases (see also the Appendix) shows
that, although the linear analysis gives all the generic
forms for the variation of the quantities like 4, Q, and y
(through the effective time lag 7. or the phase lag
¢=wT), the detailed behavior (and the numerical values
of the exponents, etc.) differs significantly from those ob-
tained using linear analysis.

In Sec. ITF, we reported the results of the study of the
response in the Ising system in the presence of a pulse
magnetic field of very short duration (compared to relax-
ation time). We find a sharp peak in the width ratio and
a smeared peak in the pulse susceptibility at the order-
disorder transition point of the (unperturbed) system (see
Fig. 8 and Sec. II F). This suggests that the study of this
pulse susceptibility and the width ratio can give very use-
ful prior indication of the catastrophic transition which is
self-organized or self-tuned (e.g., earthquake, fracture,
etc.).

(b) In Sec. III, we studied, solving numerically the
mean-field equation of motion, the nature of the response
magnetization [for the components m*(¢) and m*t)] of
an Ising system in the presence of a periodically varying
axial field [h(2)=h, cos(wt)] and a static transverse field
(T'). From these studies (Sec. III C), we studied the dy-
namic order parameter Q,(= @ m?dt) and investigated
its var’ .’ >ns with amplitude (k) of the applied external
axial magnetic field, the temperature (T') of the system,
and the externally applied transverse field (I'). The dy-
namic phase boundaries (in the #y-T and hy-I' planes)
have been drawn and the transition (from Q,70 for low
T, T, and h, to Q,=0 for high T, I', and h,) across the
boundary crosses over to a continuous from a discontinu-
ous one across a tricritical line. It has been observed that
the response components (m? and m™*) are delayed with
respect to the oscillating field. We found that the
response can be generally expressed as
m*(t)=P*w(t—7%)), where P* denotes the periodic
function with the same frequency @ of the perturbing
field and 7% denotes the effective delay for the ath com-
ponent (a=x,z) of the response. Investigating the na-
ture of the in-phase (Y,) and the out-of-phase (Y ) sus-
ceptibility, defined as x,=(m§/hy)cos(¢,) and
Xou=(mg /hy)sin(¢,), ¢,=wr% [and m{ is the amplitude
of m“(t)], we found that the y, (x,) gives a prominent
peak (dip) at the dynamic transition point.

The response [m*(¢)] of the Ising system has also been
studied for a short-duration pulse (of width ¢ and height
8T, over its steady value I') of the transverse field (Sec.
III A). Induced response (due to pulse) also has a finite
width and height. The width ratio (of the half-width of
the response with that of the pulse) and the (pulse) sus-
ceptibility (the ratio of the height of the induced response
with that of the pulse) diverge at the order-disorder trans-
verse point. This study again indicates that the variation
of this “pulse width ratio” or the “pulse susceptibility”
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are very useful dynamical probes to determine the ‘“‘stat-
ic” phase diagrams.

All our studies here (for the quantum Ising system) use
mean-field equations of motion (11), which arise solely
from the contact with the heat bath. However, at ex-
tremely low temperature (and for high-frequency mea-
surements), the quantum dynamics should become prom-
inent. For example, in the case of a pulse in transverse
field, the change in energy of the system (~8I") will in-
troduce a “quantum relaxation” time Az ~#/8T, dictat-
ed by the uncertainty relation (with # as Planck’s con-
stant). In such low-temperature cases (and high-
frequency measurements), the above quantum time scale
At(~#/8I") will compete with 8¢, the pulse width. Such
considerations are missing in our study and extensions of
these studies to such cases would be very useful and
necessary.
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APPENDIX: SOLUTION OF THE LINEARIZED
MEAN-FIELD EQUATION OF MOTION:
LONGITUDINAL FIELD CASE

In the limits h,—0 and 7 >>1, the equation of motion
(3) can be linearized to give

+ﬁ—;—fl, h(t)=hycos(wt), €e=1—1/T,

pam _
dt
(A1)
of which the stable solution can be written as
m(t)=c, cos(wt)+c, sin(wt)=m, cos(at —¢) ,
d=wTs, (A2)
where C,=hye/T(e*+w?7,)?, ¢, =hoot/T(€*
+?™P)'2, et +ei=h}{/T% mo=ho/T(€+w’?)?,
and =0T g=tan" '(c2/c1) =sin"[wr/V(e*+w?*)].
The loop area is thus given by
h3oT
T(e+o’r)!/?
which will be maximum at w,_,, =€/7.
The loop area A4 can also be expressed in terms of the
imaginary part of ac susceptibility in this case: In fact, as
defined in Sec. IIE, y=(my/hy)exp(i¢). Using, there-

fore, the out-of-phase susceptibility x'' =(mg/hg)sin(¢),
one gets (from A3)

A ~hgmgsin(¢)

A= $mdh~ ~mghgcos(¢) , (A3)

(A4)
~hix" .
This indicates that the scaling function g(x) in (1), indeed
the dissipative (or out-of-phase) part (x'’) of the complex
susceptibility (x), and the variation of g(x) (with T, h,
and o) indicate the variation of 7.4 and of m, [as defined
in (4); see also the above results of linear analysis].
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