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Molecular-dynamics simulations of nickel oxide surfaces
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Molecular-dynamics-simulation techniques have been used to investigate the effect of temperature on
the three low index surfaces of nickel oxide. The surface energies for the [100},[110},and Ni [111}
surfaces have been calculated as a function of temperature for NiO. The surface energies for all three
surfaces were essentially constant up to 2000 K, when surface melting was observed for the less densely
packed surfaces such as the [110}and Ni [111}surfaces. The [110}surface reconstructed to give [100}
microfacets that are densely packed, and hence the surface disorder was less than the Ni [111} surface.
The defective (Ni'+) Ni [111}surface showed a similar tendency but was less marked, partly due to the
increased charge at the surface. The oxidation energy was negative, indicating that thermodynamically
the surface would oxidize.

I. INTRODUCTION

An understanding of the factors controlling the struc-
ture and the stability of solid interfaces at the atomic lev-
el is important for developing systematic ways of modify-
ing and ultimately controlling surface behavior. Atomis-
tic simulation represents a useful tool for predicting and
rationalizing the properties of oxide interfaces. ' These
include the study of disordering and surface premelting
of the low index faces of copper and diffusion pathways
in grain boundaries of NiO. More recently, this metho-
dology has been applied to understanding the effect of ha-
bit modifying ions such as Li+ and Mg + on the growth
and morphology of CaCO&. The calculated morphologies
were shown to give good agreement with experiment.
However, much of the previous work on oxide surfaces
has not treated the effect of temperature. Two notable
exceptions include the work of Masri and Tasker, where
they used the harmonic approximation within lattice dy-
namics to model calcium-doped MgO. This treatment of
temperature is limited because the harmonic approxima-
tion cannot model thermal expansion (extrinsic anhar-
monicity) and breaks down at high temperatures due to
intrinsic anharmonic effects. The second study used the
molecular-dynamics simulations of Ferneyhough et al. ,
where they compare the melting point of thin [ 100} slabs
of MgO using rigid-ion and shell models.

In this paper we have considered NiO, which has the
same simple cubic structure as MgO with sixfold coordi-
nated Ni + and 0 . However, while pure MgO refIects
the underlying lattice in its morphology by forming cubic
crystallites, NiO does not. Experimentally, NiO is shown
to express [111} faces in the morphology either in the
form of a cuboctahedron' or an octahedron. " On the
basis of static simulations' on NiO we have postulated
that the [111}surface is stabilized by oxidation. Howev-
er, this neglected explicit treatment of temperature. The
observed morphologies were the result of annealing for
55 h at 1800 K.' Therefore, we present the results of
molecular-dynamics (MD) simulations on the low index
stoichiometric [ 100}, [ 110}, and [ 111} surfaces of NiO

and the most stable defective surface, as identified by
Oliver and co-workers, ' the oxidized Ni [111}surface.
In addition, work on metal surfaces at high temperatures
has suggested the intriguing premelting phenomena that
has not been observed for oxides. We have therefore
considered temperatures up to the bulk melting point for
NiO.

II. METHODOLOGY

All of the molecular-dynamics simulations presented in
this paper use the MD code QcTpMD. ' ' This employs
the constant-pressure algorithm of Parrinello and Rah-
man' and the Nose-Hoover' ' constant-temperature al-
gorithm. The constant-pressure method allows a dynam-
ical change in both the lattice vectors and angles with
time. The constant-temperature method efFectively
places the cell in contact with a heat bath. Energy is al-
lowed to transfer between the simulation box and the
heat bath, keeping the simulation box within the
constant-temperature ensemble. The ensemble used for
the bulk calculations is therefore the isobaric, isothermal
ensemble (NPT). Bulk simulations of NiO were per-
formed using a cell containing 512 ions periodic in three
dimensions. Initial random velocities were assigned and
scaled for 2.5 ps (2 500 time steps) using the NPE ensem-
ble, and then a further 2.5 ps using the NI'T ensemble be-
fore the main data-collecting run of 10 ps using the NET
ensemble. This gave the unit-cell dimensions as a func-
tion of temperature. The surfaces were simulated by
forming slabs comprised of planes of ions perpendicular
to the surface. The [100}and [110}surfaces presented
no problems, as they are formed on cleavage into layers
of stoichiometric NiO. the [111}surface, in contrast, re-
quires further consideration. Unlike complementary
studies on metal surfaces, the electrostatics need to be
taken into account. There are three types of surfaces as
identified by Tasker types I, II, and III. In type-I sur-
faces the stacking plane is neutral, being composed of
both cations and anions in a stoichiometric ratio resulting
in no dipole perpendicular to the surface. Type-II sur-
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faces contain a series of charged planes, making a sym-
metric repeat unit that has no net dipole perpendicular to
the surface. Type-III surfaces are composed of alternate-
ly charged planes, producing a dipole perpendicular to
the surface if cleaved between the planes. The Coulombic
sum for such a surface cannot be evaluated as it is diver-
gent. ' If such surfaces are to be studied, then a recon-
struction will have to be made to the surface such that
the dipole is cancelled. In this study both the I 100I and

I 110) of NiO are type-I surfaces and therefore require no
reconstruction. However, the I ill) surface is type III
and must be reconstructed, the simplest method of which
is to make the surface layer S0% vacant by transferring
50%%uo of the ions to the bottom of the repeat unit, thus
canceling the dipole. Two surfaces can be formed, the Ni

I 111[ and the 0 I 1 1 1 j. In this study only the Ni I 111I
is investigated as the oxidized Ni I 1 1 1 } was identified as
the most stable by Oliver and co-workers, ' involving the
formation of Ni + vacancies and compensating holes.
This is discussed in more detail in Sec. V.

The properties of the I 100I, t 110I, Ni [111I, and oxi-
dized Ni I ill I surfaces were then evaluated within the
canonical ensemble (NVT) by constraining the lattice
constant to be that determined from the bulk calculation,
i.e., constant area for the surface simulation. The slab
energy of the NiO surfaces I 100I, I 110[,Ni I 111I, and
oxidized Ni I 1 1 1 I were calculated using a slab of sizes
640& 896, 1280, and 1216 ions, giving rise to slab depths
20 A (10 layers), 22 A (14 layers), 25 A (21 layers), and 22
A (19 layers), respectively, to ensure convergence of the
lattice energy. The slab is periodic in three dimensions
with a void of approximately 80 A between the periodic
images perpendicular to the surface.

The forces acting on the ions are described by the Born
model of solids. The ions were assigned their formal
valence charges with a Buckingham potential to model
the short-range interaction between neighboring ions:

J lJ

A,q r,~ 6C;q
exp — +

PIJ Pig

III. MODELING BULK NiO

The variations in the calculated lattice parameters are
given in Fig. 1. From this it is clear that the bulk crystal
has melted at 3400 K because the lattice constant is vast-
ly di6'erent from the rest of the series. The thermal
coeKcient of expansion of 3.5X10 K ' at 1000 K
compares well to the experimental value of 3.8X10
K ' at 1000 K. Thus the potential is able to model the

where F; is the force on ion i, q;, and q are the charges of
ions i and j separated by a distance r,", and A, ., p;, and

C," are potential parameters for interaction i-j.
The potential model selected for NiO was developed by

Sangster and Stoneham. The original model included
electronic polarizability via the shell model, although
most molecular-dynamics codes, including ours, use the
rigid-ion model. Work by Cxillan ' has shown that the
model needs to be adjusted to reproduce the dielectric
constant on removal of the shell-model parameters. This
is necessary because the static dielectric constant is im-
portant for both defect-formation energies' and surface
properties. The potential parameters were adjusted and
are given in Table I(a). The properties calculated by this
new potential using a short-range potential cuto6' of 7.0
0
A are given in Table I(b), and show adequate reproduc-
tion of the experimental properties.

Polarizability can be introduced into MD via the shell
model using either the adiabatj. c approach or conjugate
gradient minimization of the shells between each MD
step. However, recent calculations ' suggest that
there are no significant di6'erences between shell MD and
rigid-ion MD for MgO, giving us confidence in the rigid-
ion MD technique used in this study.

TABLE I. (a) Fitted potential parameters. and (b) comparison of the properties calculated using the
fitted and original potential with experiment for NiO.

Ni2+ ~3+ O2
Q2 O2

Interaction

Property

(a)
~ (eV)

775.0
22 764.3

(b)

Original'

p (A)

0.3250
0.1490

NiQ
Fitted

C (eVA )

0
20.37

Expt.

Static dielectric constant
High-frequency dielectric constant
Elastic constants (GPa)

C12

Lattice parameter (A)

'Reference 20.
Reference 23.

'Reference 24.
"Reference 25.
'Reference 26.

12.72
5.65

445
168
168

4.17

12.78
1

291
175
175

4.18

12.7"
5 7'

270
105"
125"

4 17'
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FIG. 1. Calculated lattice parameter as a function of temper-
ature for NiO.
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thermal expansion, and hence the bulk structure of NiO
as a function of temperature. One possible weakness is
that the calculated melting point of approximately 3400
K is well above the experimental temperature of 2257 K.
The bulk melting point is the subject of considerable de-
bate. ' This difference may be a result of one or a com-
bination of four factors. The first is the absence of sur-
faces. This will inhibit melting because of the imposition
of three-dimensional periodicity. This will be investigat-
ed in Sec. IV. The second is the lack of electronic polari-
zability, which is known to increase defect energies and
may destabilize the melt relative to the bulk, leading to
an elevated melting point. ' We have attempted to mini-
mize this effect by refitting the potential such that the
static dielectric constant is in good agreement with exper-
iment. The third factor is too few ions in the simulation
cell, which can lead to an imposed order on the system.
For the surface slabs discussed in Sec. IV we have used a
large number of ions but are restricted due to the CPU
time needed. For example, the 1280-ion Ni I 111j slab
for 30000 time steps took 100000 sec on a Convex C3860
single processor. The final factor may be due to the
inadequacies in the potential model, but given the agree-
ment between the calculated bulk properties and experi-
mental data, this model is the best that is available.

FIG. 2. Surface energy as a function of temperature for the

I 100j, I 110j,and Ni I 111j surfaces of NiO.

positions at 2000 K (Fig. 3). This is in agreement with a
recent static-simulation study of microfacet formation on
the I 110j surface of MgQ (Ref. 31) where the nonfaceted
surface had a surface energy of 3.0 Jm, compared with
2.1 J m for the faceted surface. A similar microfacet-
ing effect has been calculated for the I 100j surface of
TiG2 rutile with I110j microfacets with a faceted sur-
face energy of 2.3 J m and a nonfaceted surface energy
of 2.1 Jm

The approximate melting points of the I100j, I110j,
and I 1 1 1 j surfaces are 3400, 3000, and 2800 K, respec-
tively, in comparison to a calculated bulk melting point
of 3400 K. All of these melting temperatures are above
the experimental temperature of 2257 K. The decrease in
melting point for surfaces as compared to the bulk has
been calculated previously for the j 100j surface of MgO
(Ref. 9) using thin slabs four layers thick. The melting
point of the I 100j MgO surface was identified as approxi-
mately 800 K below the bulk. However, the trend ob-
served in this paper indicates that different surfaces melt
at different temperatures, with the less densely packed

IV. MODELING OF PURE NiO SURFACES Ising
&

{110}

Molecular-dynamics simulations were performed on
the stoichiometric I100j, I110j, and Ni f 111j surfaces
of NiO. The surface energy as a function of temperature
is given in Fig. 2. The surface energy is the energy re-
quired to cleave the crystal into two free surfaces. It is
calculated from the difference between the surface-slab
simulation and the same number of bulk ions per unit
area. The surface energy of the {100j surface increases
with temperature very slowly, while the t 110j and I 1 1 1 j
surface energies decrease with increasing temperature up
to about 2000 K. Above 2000 K the surface energies of
the I110j and I 111j surfaces increase rapidly. Above
600 K the I 110j surface undergoes a major reconstruc-
tion. The surface reconstructs from the initial Aat topol-
ogy to that of a microfaceted topology comprised of
[ 100j facets. This is clearly seen in the average atomic

FIG. 3. Average coordinate positions at 2000 K for the

I 110j surface of NiO [Ni + (gray) and 0' (black)].
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FIG. 6. Average coordinate positions at 2000 K for the
[100] surface of NiO [Ni + (gray) and 0 (black)].

surfaces melting first. The [100j surface was chosen by
Ferenyhough et aI. because it dominates the experimen-
tal morphology of MgO. This does not mean that the
surface is atomically Hat. The surface will be composed
of many steps and ridges which could be sites where melt-
ing could start, and which should be the focus of future
simulations on the melting of MgO.

FICx. 5. Average coordinate positions at 2000 K for the oxi-
dized Ni [111]surface showing (a) side view and (b) plan view
with surface order emphasized with tubular bonds [Ni + (gray),
Ni + (large gray), and 0 (black)].

FIG. 7. Average coordinate positions at 2000 K for the Ni
[111]surface of NiO [Ni + (gray) and 0 (black)].
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U. OXIDATION OF THE [100j, [110j,
AND Ni [ 111j SURFACES

Ni0 is oxidized by the following reaction:

Niw;+ —2'Oq~ VN;+2h +N&0

which involves the formation Ni + vacancies compensat-
ed by holes. The oxidation energy as a function of hole
coverage was calculated for the [100j, [110j,and [111j
surfaces using the static-simulation methodology as out-
lined by Oliver and co-workers. ' The oxidation energy
as a function of hole coverage is given in Fig. 4. A nega-
tive oxidation energy indicates a favorable exothermic
process. The process is not favorable for the [100j sur-
faces, as the oxidation energies are positive throughout
the range of coverages used. For the [110j surface the
process is favorable for all coverages with a minimum of—1.7 eV/Ni + at 12.5% coverage, but becomes less
favorable as the coverage is increased. For the Ni [111j
surfaces the process is highly favorable with the
minimum oxidation energy of —2.2 eV/Ni + at 50%
coverage, and up to 100% coverage the oxidation energy

is still exothermic at —1.4 eV/Ni +. This suggests that
for all but low oxygen partial pressures the surface will be
fully oxidized. Molecular-dynamics simulations were
therefore performed on the 100%-oxidized Ni [111j sur-
face. The initial surface structure of the oxidized Ni
[111j for the MD simulation is terminated with a dis-
tinct 0 layer followed by a totally oxidized layer of
Ni + and then a layer of 0 . From the average atomic
coordinates at 2000 K [Fig. S(a)] it can be seen that the
first two layers have merged, forming a more densely
packed surface region. The surface structure is shown in
Fig. 5(b), and is comprised of five- and six-membered
rings. The oxidation energy for this surface is similar,
—l. 6 as compared to —1.4 eV/Ni + for the static simu-
lations, indicating that temperature is having little e8'ect
on the oxidation of the Ni [111j surface.

VI. SURFACE PREMKLTING

At 2000 K the amount of disorder at the surface layers
of the [ 110j and Ni [ 111j has become significant. This
can be seen from the average atomic coordinates for the
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20-ps data-collecting run and are shown in Figs. 3, 6, and
7 for the {110j, {100j,and Ni {1 1 1 j surfaces, respective-
ly, at 2000 K. For the {100j surface the average atomic
positions correspond closely with the lattice positions of
the initial structure. However, at the {110j and Ni
{111j surfaces there is considerable disorder, which is
most evident for the Ni {111j. The disorder observed
could be interpreted as premelting. There are two forms
that this could take: surface roughening, or the forma-
tion of a quasiliquid layer. If the surface had formed a
quasiliquid layer, atomic movement at the surface would
be greatly increased.

Atomic transport at the surface can be calculated using
the mean-squared displacements (MSD's) of the ions from
their original positions. The MSD of an ion is given by
the following equation:

2= 1' —
~ X{(x(r) «(o)) +(& (r)

—
& (o)) +«(r) —z (o)) j

l

where x, y, and z are the ions' coordinates at the start and
at time t. If there is no increase in the MSD of an ion
type with time, then the ions are vibrating about their
mean lattice site. If the MSD's increase with time, then
the ions are considered to be moving away from their ini-
tial positions.

The surface slabs are divided into equal regions lying
perpendicular to the stacking direction and the MSD cal-
culated for each region. The MSD's are given in Fig. 8
for both Ni + and 0 ions in each of the three surfaces
{100j, {110j, and Ni {111j. From these plots it is clear
that the ions in the surface layers (layers 1 and 4) of the
{110j and Ni {111j surfaces are loosely bound to the sur-
face and are free to move. The MSD's for both Ni + and
G in the {110j and stoichiometric Ni {111j surface are
similar, indicating that no sublattice di8'usion is taking
place and the surface is molten. The peak MSD of Ni +

for the {110j of 0.8 A is less than the stoichiometric Ni
{111j surface of 1.3 A indicating that the ions on the Ni

{111j surface have greater freedom of movement.
The ordering of the oxidized Ni {111 surface is

rejected in the MSD's of Ni +, Ni +, and O as a func-
tion of depth given in Fig. 9. The degree of ion move-
ment for this oxidized surface is much less than for the
stoichiometric Ni {111j surface. The surface Ni + ions
are not moving appreciably, with a peak MSD of 0.36 A2

compared to the stoichiometric surface of 1.3 A . The
movement of the surface O ions is also reduced to 0.9
A compared to 1.8 A, although this is still larger than
the center of the slab with a MSD of 0.2 A . The more
densely packed surface of the oxidized Ni {111j surface
is therefore inhibiting ion movement along the surface.

Experimentally, premelting has been seen for metals "
using scanning electron microscopy to observe the equi-
librium forms of Bi and Pb crystals below the bulk melt-
ing point. Simulations using the embedded-atom method
have been performed on the {110j surface of Ni and have
indicated surface premelting, forming a quasiliquid layer
at about 33 K less than the bulk melting temperature.
Simulations by Hakkinen and Manninen on the low in-
dex planes of Cu also indicate that surface premelting
occurs at approximately 40 K below the melting point of
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FICx. 9. MSD at 2000 K for (a) Ni +, (b) Ni, and (c) 0 as
a function of layer for the oxidized Ni {111j surface.

the surface for the {110jCu surface. The {100jCu sur-
face stays essentially bulklike and does not premelt.
Scanning tunnelling microscopy on the {100j, {110j, and

{111j surfaces of Pb indicated that the close-packed sur-
faces remained intact, while those less densely packed
premelted at a significantly lower temperature than the
bulk. This agrees well with the results for the
molecular-dynamic simulations of the surfaces of NiO
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where the loosely packed surface, the [111},showed evi-
dence of surface premelting, while the dense [100} sur-
face shows no premelting.

VII. CONCLUSIONS

The surface energies for the [ 100j, [ 110j, and Ni
[111}surfaces were calculated as a function of tempera-
ture using molecular dynamics. The surface energies for
the [110}and Ni [111j surfaces decreased with tempera-
ture up to 2000 K, whereas the surface energy for the
[ 100j remained essentially constant.

At 2000 K the [110}and Ni [111} surfaces were disor-
dered with appreciable amounts of diffusion of both Ni +

and O ions at the surface indicating premelting of the
surface. The more densely packed [100}surface showed
no such behavior. This is in agreement with previous cal-
culations on the [110}Ni and Cu metal surfaces. For the
defective Ni + Ni [111} surface the results indicate that
the oxidation energy is similar to the static calculation,
the MD simulation being 0.2 eV/Ni + more favorable.
This indicates that the surface will oxidize whenever pos-
sible, although the kinetics of this process are not avail-
able from this work. The MSD's of the oxidized Ni
[111}surface show that there is much less movement of
ions at the surface compared to the stoichiometric sur-
face. This could be due to increased charge at the sur-

face, with the resulting reconstruction leading to a dense-
ly packed surface layer.

The temperatures at which the crystal melts were 3400,
3000, and 2800 K for the [100}, [110},and Ni {111}
surfaces, respectively. This indicates that the tempera-
ture at which a crystal melts is governed by surfaces.
The oxidized Ni [111} surface melts at 3000 K, which is
higher than the nonoxidized surface, reAecting the more
ordered surface structure.

The results indicate that when determining the melting
point of a crystal using surface slabs it is very important
to consider a variety of surfaces, since the [110} and
[111j surfaces of NiO melted before the [100},which
remained bulklike. The thickness of the slabs also has to
be considered, because, if only very thin slabs were used,
then the present simulations would indicate that NiO
melts at 2000 K (using the data for the [ ill j surface).
Thus the use of thin slabs could seriously compromise the
simulations, as effects such as surface premelting would
be interpreted as crystal melting.
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