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In-plane penetration-depth anisotropy in a d-wave model
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The zero-temperature penetration depth in the Cu02 plane of YBa2Cu307 has been found to be very
anisotropic. The large measured difference between the a and b directions is taken as evidence that a
significant part of the condensate resides in the chains. We present a simplified model for this anisotropy
in which planes (CuO&) and chains (CuO) are described within a single tight-binding band but with
different hopping parameters in the a and b directions. The pairing is assumed to be due to spin fluctua-
tions in the nearly antiferromagnetic Fermi liquid, but a different mechanism that leads to d-wave-type
pairing would have similar results.

I. INTRQDUCTIQN

The linear temperature dependence of the low-
temperature penetration depth observed' in high-quality
YBa2Cu307 crystals by microwave techniques has been
interpreted as evidence for a gap with d 2, & symmetry
(in the CuOz planes). The observed switchover to a T
dependence when Zn impurities are introduced into the
Cu02 planes is understood as due to strong impurity
scattering in the unitary limit. Many other experiments
have subsequently been interpreted as favoring d 2

symmetry with nodes and a sign reversal on the diagonal
of the two-dimensional (2D) square CuOz plane Brillouin
zone. In particular, high-resolution ( —10 meV) ang-
ular-resolved photoemission studies (ARPES) in
Bi2Sr2CaCu208+& indicate a zero or near-zero gap on the
Fermi surface in the diagonal direction and a maximum
in the direction towards the faces " of the square Bril-
louin zone. ARPES experiments are not sensitive to the
phase of the gap, however, and cannot detect a reversal
of sign. Several experiments' ' designed specifically to
observe this phase have now been reported. One such ex-
periment concludes d 2 2 symmetry while another con-

X

eludes s wave. Thus, while the evidence for d 2 & sym-

metry is certainly strong, this is not a universally
held' ' view.

Recently, the penetration depth and microwave ab-
sorption have been measured separately for the a and b
directions of the CuO2 plane and found to display a very
significant anisotropy. ' ' For example, the zero-
temperature penetration depth in the a direction was
found to be 1600 A and in the b direction 1030 A for
YBa2Cu307 s (YBCO). This large measured anisotropy
has been taken to be the result of the existence of the
CuO chains in this material and is taken to be an indica-
tion that a considerable amount of the condensate resides
on the CuO chains. This is in striking contrast to some
suggestions that the chains may be normal. A large
anisotropy between the a and b directions has also been
observed in the dc resistivity and in the thermal con-
ductivity.

Band-structure results based on density-functional

theory (DFT) and on the local-density approximation
(LDA) for the exchange-correlation energy have re-
vealed a complex anisotropic Fermi surface for
YBa2Cu307 & with four quasiparticle bands crossing at
the Fermi surface. One sheet of the Fermi surface can be
identified mainly with the Cu02 layers, another with the
CuO chains, and yet another with a hybridized mixture
of chain and plane electrons. Experiments carried out
subsequent to the appearance of the band-structure re-
sults have largely confirmed the predicted geometry of
the Fermi surface for YBa2Cu307 &. These include an-
gular correlation of annihilation radiation (ACAR)
from positron annihilation studies, angular-resolved pho-
toelectron spectroscopy, ' and even de Haas —Van Al-
phen (dHvA) experiments.

The dc resistivity anisotropy p, /p& -2 for YBCO
(Refs. 19, 25) is consistent with the observed anisotropy
in the low-frequency limit of the microwave conductivity
in the superconducting state, ' ' with the classical skin-
depth effect in the normal state as well as with the
normal-state conductivity measurements. Band-
structure calculations of the transport properties also
indicate a factor of 2 between a and b directions for the
plasma frequency. The inverse of the square of the zero-
temperature penetration depth, [A, (0) ] ', is proportional
to nlm* where n is the superfluid fraction and m* the
effective mass. Thus an effective-mass anisotropy of
about 2 would also explain the measured anisotropy in A,,
and X

In this paper we present results of calculations of the
anisotropic penetration depth in a simplified single-band
model which we hope captures some of the essential
properties of YBa2Cu307 &. To simulate the existence of
chains as well as planes we use a tight-binding band but
with anisotropic first-nearest-neighbor hopping. This en-
sures that the a and b directions are distinct although a
single two-dimensional tight-binding copper oxide band
is envisaged. For such an anisotropic band structure we
write down and solve numerically, by a fast Fourier
transform technique, the BCS gap equation with the pair-
ing interaction taken to be due to the exchange of antifer-
romagnetic spin Auctuations. For the spin susceptibility,
which determines the pairing, we employ the simple form
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suggested by Millis, Monien, and Pines (MMP). 39 This
form, which was determined from NMR data, is taken
over in our work without modi6cations and would lead to
solutions exhibiting pure d & 2 symmetry for electron

energy bands with (K~,K~) symmetry (tetragonal). For
anisotropic bands, as are envisaged in this work, the nu-
merical solutions are found to contain a mixture of two
irreducible representations of the tetragonal point group,
namely, d, 2 and s & 2 [containing both isotropic (s0 )x —y x —y
and extended s-wave (s ) components] which, of course,
belong to the same irreducible representation of the or-
thorhombic group. The anisotropy in the band structure
and in the resulting gap function leads directly to anisot-
ropy in the penetration depth. It is important to realize
that the gap admixture that we use comes out directly
from our numerical solutions of the gap equations and is
tied to the anisotropy of the assumed band structure. It
is not introduced into the theory by any separate group-
theoretical considerations. While we have retained in our
band structure a single band for simplicity, different
effective hopping parameters for a and b directions are
meant to simulate the much more complicated rnultiband
nature of YBCO and include in some rough way CuO2
planes and CuO chains. While the part of the real Fermi
surface which originates mainly in the Cu02 plane is
often assumed to have a-b symmetry, the chains definitely
do not.

In Sec. II we specify our formalism and present inter-
mediate numerical results for the band structure and for
the gap. Section III contains our results for the aniso-
tropic penetration depth. A brief conclusion can be
found in Sec. IV.

II. MMP MODEL AND GAP EQUATION

We will assume that the pairing in the copper oxide
(Cu02) plane is due to the exchange of antiferromagnetic
spin fluctuations. For the spin susceptibility which de-
scribes the coupling between electrons and spin Auctua-
tions, we use the phenomenological model developed by
Millis, Monien, and Pines based on consideration of
NMR measurements. The static part, which is all that is
required in the simplest BCS approach, takes the form

and is repeated throughout the entire Brillouin zone
through symmetry considerations. :In Eq. (1) Q is the
commensurate antiferromagnetic wave vector equal to
(vr/a, vr/a) in the two-dimensional Brillouin zone of the
Cu02 plane with a the lattice parameter. The quantity
g0(Q) is a constant which can be absorbed into the arbi-
trary electron-spin susceptibility coupling g which we will
fit to get a value of T, set around 100 K. This value is
representative of the oxides. Finally, g is the magnetic
coherence length given by Millis, Monien, and Pines and
is here left unmodified. The BCS equation based on y(q)
takes the form

tanh[ —,'E(K')/k~ T]
b, (K)=—g —g y(K —K'), b,lK'),

Q K, 2E (K')

where Q is the volume, k~ Boltzmann's constant, and T
the temperature. The quasiparticle energy E(K) in the
superconducting state has the form

+4B cos(K a)cos(K b)+2(2 —2B —P)] . (4)

In Eq. (4) t is the in-plane nearest-neighbor hopping ma-
trix element, t8 is the second-nearest-neighbor hopping,
and p, is the chemical potential. It is to be determined
from the filling factor ( n ) given by the equation

1(n ) =—g 1 — tanh0 ~ EK 2k~ T (5)

The parameter 5 in equation (4), which is critical to our
work, plays the role of an effective-mass anisotropy pa-
rameter and gives a different nearest-neighbor hopping in
the a and b directions. As discussed in the Introduction,
the real Fermi surface of YBa2Cu307 & has four overlap-
ping bands. While the part coming from the CuO2 planes
has approximate tetragonal symmetry, the part associat-
ed mainly with the chains of the CuO plane does not.
Rather than introducing several bands into the calcula-
tions we retain a single band but put in a-b asymmetry
through the parameter 5. While this procedure is cer-
tainly not exact, it is the simplest way to introduce the
anisotropy into the band structure with a single parame-
ter while, at the same time, preserving much of the sim-
plicity of the previous much based models (5=0) having
tetragonal symmetry.

Lenck and Carbotte have already solved numerically,
using a fast Fourier transform technique, the BCS gap
equation (1) for a model dispersion (4) with tetragonal
symmetry (5=0) and find that the numerical solution for
the gap contains the single irreducible representation of
the crystal lattice group with d 2 2 symmetry. Of
course, the numerical solutions involve many higher har-
monics within this representation but much of the phys-
ics can be understood using the simple function

b, (K) -=b.0(T)[cos(K a) —cos(K a )] .

When anisotropy is included through 5 the solutions for
the gap b, (K) become more complicated as we will now
describe. In Fig. 1 we show the energy surface for eK
against K in the 2D Brillouin zone of the CuO2 plane. In
this figure 8 =0.45, t = 100 rneV, 5=0.25, and the filling
is (n ) =0.86 which corresponds to a chemical potential
at zero temperature of p=0. 51. The Fermi line is shown
in the projection plane below the energy surface. Note
that we have assembled the Fermi contour around the

E (K)=QeK+ b,(K)

with eK is the dispersion relation for the electrons in a
tight-binding band. %'e write it as

@~=t [
—2[cos(K a )+(1+5)cos(K~b )]
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corner of the Brillouin zone at (rr/a, m. /a) which falls at
the center of Fig. 1. The Fermi contour clearly comes
closer to the Brillouin zone boundary in the K direction
than it does in the K direction and the K„and E~ direc-
tions are not equivalent. The figure does not have tetrag-
onal symmetry.

While the anisotropy that is clearly seen to exist be-
tween the a and 6 axes in Fig. 1 is not large, it is sufhcient
to give a gap which does not possess pure d & symme-

try as shown in Fig. 2. What is shown in this figure is the
gap h(K) as a function of momentum K in the first Bril-
louin zone which we obtained from a fast Fourier trans-
form numerical solution of Eq. (l) with no restriction im-
posed on the gap symmetry. In the projection plane
below the gap surface we show the contours of zero gap
and see that they are quite different from the case with
full tetragonal symmetry (i.e., a pure d-wave gap). For
tetragonal symmetry the zeros would fall on the two
main diagonals. When we projected our solution onto
the various irreducible representations of the tetragonal
group we found that it contained a mixture of d 2 2, iso-

X

tropic (so), and extended s-wave (s ) representation.
From now on, we will refer to the s-wave part as the sum
of constant (so ) and extended s (denoted by s ), so
s ==so+s„. In our numerical solutions, the d-wave part
contains many higher harmonics besides the usual
[cos(IC a ) —cos(IC a)] part and so does the extended s, -

wave part. It consists of a [cos(K a)+cos(IC a)] part
plus many higher harmonics. In Fig. 3, we show the pro-
jected s-wave part which, we repeat, contains a small con-
stant part and many extended s (s„)higher harmonics. In
Fig. 4, the d-wave part is projected out for the
convenience of the reader. It is not a simple
[cos(X„a)—cos(K a)] function. Nevertheless, a reason-
able, although certainly not exact, fit to the solution of
Fig. 2 can be written as

6(K)=ko(T) [old+0. 25rjs +small constant PartI

k k

where
rl„= [cos(K„a ) —cos(IC a ) ]

rl, =[cos(K a)+cos(%~a)],

and could be used as a simplified model for our numerical

FIG. 2. Gap surface A(K) as a function of momentum
{EC„,K~ ) in the first Brillouin zone of the copper oxide plane ob-
tained from a numerical solution of the BCS gap equation (2)
with g yo adjusted to get T, =94 K. The spin susceptibility is
fixed to its value given by MMP. The electron dispersion is
given by (4) with 8=0.45, 5=0.25, and (n ) =0.86. Shown in
the projection plane are the contours of zero gap. Note how
di6'erent this is from the case with 6=0, the tetragonal symme-
try, in which instance the zeros would be on the diagonals of the
Brillouin zone. In our case with 5%0, the gap A(K) is a mix-
ture of a main d 2 2 component and a weaker constant (so)x —y

plus extended s-wave (s ) component.

k

k

FIG. 1. Electron energy surface e(K) as a function of
momentum (K„,K~ ) in the first Brillouin zone of the copper ox-
ide plane. We have used Eq. (4) with B =0.45, 5=0.25, and
(n )=0.86. Also shown in the projection plane is the Fermi
contour. The point (m/a, m/a) is at the center of the figure.

FIG. 3. The projected S part of the complete numerical solu-
tion A(K) shown in Fig. 2 given as a function of Inomentum
{E,K„)of the first Brillouin zone of the Cu02 plane. The pro-
jection plane shows the zero contours for this projection, which
contains a constant part (so) plus an extended s-wave {s„)piece.
The extended s piece contains many higher harmonics of this
irreducible representation.
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FIG. 4. The projected d part of the complete numerical solu-
tion h(K) shown in Fig. 2 given as a function of momentum
(K„,K~) of the first Brillouin zone of the Cu02 plane. The pro-
jection plane shows the zero contours for this projection which
are on the main diagonals of the first Brillouin zone. The d-
wave part with d 2 z symmetry contains many higher harmon-

X

ics of this irreducible representation.

—D
k

FIG. 5. The contours of zero gap superimposed on the Fermi
line for the case shown in Figs. 1 and 2, namely, B =0.45,
5=0.25, (n ) =0.86, and T, =94 K.

solutions. We will return to this later.
It should be pointed out before leaving the discussion

of our gap solutions that the coupling g in the BCS equa-
tion (l) is not a free parameter but was adjusted to get a
T, —= 100 K, which is representative of the oxides
(g go=29). For the convenience of the reader the over-
lap of Fermi-surface contours and contours of zero gap
for the case just described are shown in Fig. 5. It is clear
that, while our solution has a small s-wave component in
addition to the major d & 2 component, the Fermi sur-

x —y
face cuts the zero-gap contours at exactly four points as
in the simpler and much studied pure d» case. Thus,x —y
we can expect the penetration depth to remain linear in
temperature at low T and to change over to a T depen-
dence when resonant impurity scattering is introduced as
in the pure d 2 2 case. Figure 5, however, does notx —y
show complete a- and b-axis symmetry and the absolute
value of the penetration depth in these two directions will
not be the same. To understand how the contours of zero
gap, which are along the two main diagonals in pure
d 2 2 symmetry, change their topology when a progres-

X

sively larger extended s-wave component is introduced, it
is helpful to look again at the contour shown in Fig. 5
and to realize that (using only the lowest harmonics) for
an equal admixture of d 2 2 and extended s wave (s ),x —y
the gap becomes dependent only on cos(X„a) and there-
fore has its zeros along K a =+w/2, which are the two
vertical lines on the figure. Note that there are four fixed
points at (IC„,K )=(+sr/2, +sr/2) where the gap van-
ishes whatever the choice of admixture because both the
d ~ 2 and the extended s part (s ) are zero there. Also
when we move to a pure extended s-wave (s ) gap the

zeros will have moved to lines crossing on the middle
points of the Brillouin zone face and perpendicular to the
main diagonals. This gives the full progression of the
zero-gap contours as we go from pure d 2 2 to pure ex-

x —y
tended s wave (s ). Only the lowest harmonics of Eq. (6)
have been included for simplicity in the above discussion.

A quantity of considerable physical interest is the
normal-state electronic density of states $(co) as a func-
tion of energy ~. It is defined as

In Fig. 6, we show a series of results for the case 5=0.25,
t = 100 meV, and a fixed value of p, =2, for various values
of 8, namely, B =0.0 (solid squares), 0.2 (solid circles),
and 0.45 (solid triangles). For 8 =0.0 the band is sym-
metric about zero energy and we see that the familiar van
Hove singularity at co=0 has split into two peaks symme-
trically placed about ~=0, which are much less pro-
nounced than the single peak that exists in the more fa-
miliar (tetragonal) 5=0 case. For P=2 as we have
chosen, the two split van Hove singularities are at
25 —8B and —26 —8B, respectively, in units of t, and in
these same units the top of the band is at 2(2+5). For
positive values of B, the van Hove singularity shifts to
lower energies, so that the band is no longer symmetric
about m=O. Also it remains split into two singularities,
the distance between them being 45, which is 100 meV
for the case considered since 5=0.25 and t = 100 meV.

The quasiparticle density of states in the superconduct-
ing state is also of interest. In principle it can be mea-
sured in quasiparticle tunneling experiments although
these data often show considerable smearing of some un-
known origin around the gap. This makes a critical com-
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FIG. 6. The density of electron states N(co) [Eq. (7)] as a
function of energy co in the normal state based on the dispersion
relation (4) for 5=0.25 and various values of 8, the second-
nearest-neighbor hopping. The solid squares are for 8 =0.0,
solid circles for 8 =0.2, and solid triangles 8 =0.45. The
chemical potential is @=2.0 for aB curves.

parison between theory and experiment for this quantity
difBcult. The quasiparticle density of states in the super-
conducting state, N, (ro), is given by

N, (co)= lim ——g1 1 I
Oir & ~ [E(K)—co] +I (8)

[cos{K a )+cos(K~b ) ]+i [cos(K,a ) cos(K~b )]—
= 'gg + k 'gd

and results are shown in Fig. 7 for four cases. The
normal-state results (solid squares) are also given for
comparison. The solid circles are for a d wave of the
form [cos(K„a ) cos(K~b )],—the diamonds are for an ex-
tended s wave (s ) of the form [cos(K a)+cos(K b)],
the crosses for the usual so-wave, isotropic gap case, and
6naHy the solid triangles are for a suggested form that
colnes from consideration of t-J models, namely,
s +id of the form

where 2b.o/kz T, =3.52. In Fig. 8 8 and ( n ) remain the
same as for Fig. 7 but now 5=0.25 (asymmetric or ortho-
rhombic case). Note that in the normal state the van
Hove singularity (VHS) falls at ru-= —12 meV which is
expected since p-=0. 51 in this model and so the VHS
should fall at t {25—88 +4—2P). In the superconduct-
ing state the van Hove structure is shifted to lower en-
ergies and falls below the main gap peak. %'e note that

0.5—

8 = 0.45
n =0.89
5=025

Normal

D+.25Sx

0.4-

FIG. 7. The quasiparticle density of states X,(co) as a func-
tion of energy co in the superconducting state [Eq. (8)] compared
with the normal-state density of states (solid squares). The solid
circles are for d wave, the solid crosses for conventional isotro-
psc gap so, the solid diamonds for extended s-wave denoted by
s, and the solid triangles for the case s +id. In all cases the
gap is adjusted to get a T, of 100 K assuming a ratio 250/k& T,
of 3.5. The second-nearest-neighbor parameter 8 =0.45 and
the filling is ( n ) =0.89.

%'e see that in the gap region around co=0 the extended s
wave is much narrower than the d-wave case although
they have exactly the same T, value. Also, for s +id, a
gap is predicted as

~
b, ir ~

can vanish only if both real and
imaginary parts simultaneously vanish on the Fermi sur-
face. Such nodes occur only at four points halfway up
the diagonal in the two-dimensional 5.rst Brillouin zero at
(+ir/2a, +ir/2a). A given Fermi surface will, in general,
not cross these points. The graphs in this 6gure are for
8 =0.45 and 5=0 with filling (n ) =0.89. The density
of states curves are all at T=0 and the gap value was
chosen in all cases to match a BCS value of T, =100 K.
In all these calculations and the corresponding one for
the penetration depth, the gap value was taken to have
BCS temperature variation of the form

hs ( T)=howl, tanh( 1.75+T, /T 1), —

0.2-,

0-—
-40 -30 -10 20 30 40

FIG. 8. The same parameters apply to Fig. 8 as do to Fig. 7
except p=0. 51 and the asymmetry parameter in the electron
dispersion (4) is 5=0.25 instead of zero. The solid squares are
the normal state shown for comparison, while the solid circles
are for the superconducting state d +0.26s„, an admixture of d
wave and extended s wave as given in Eq. I6), which is a very
good approximation to the complete numerical solution of
Fig. 2.
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the density of state curve is not very different from a pure
d wave although there is a 25% admixture of extended s
wave. It would be dificult to detect this admixture in a
tunneling experiment particularly as we often have
smearing in the data of unknown origin. The reader may
well wonder why we have not also shown the case when
the full MMP numerical solutions are used to compute
the density of states instead of using a combination of qd
and g, . The full solution falls very close to the solid cir-
cles and was not shown on the figure as the difference
would not show up clearly.

III. PENETRATION DEPTH

The penetration-depth tensor for specular reQection in
the London limit q —+0 is related to the electromagnetic
field response function K;~(q, r0) by

—1/2

50
T [KI

90

A, ; (T)= E;.(0,0)

where po is the permeability of free space. The current
J;(q, co) is related to the electromagnetic vector potential
A~(q, co) by

&;(q, ru) = —g K;J(q, co) A J(q, co) .
J

(12)

In the BCS mean-field approximation we can work out
the expression for (11)and obtain the explicit form

t)f(Etc) t)f(&K)

aE„ae„4 e 2
Ki Kg

(13)

where c is the velocity of light, 0 is the volume, and U&;
the electron velocity obtained from (3) as A'uz, =t)eK/Bx, .

At zero temperature, the first term in (13) does
not contribute and for an infinite band, where
eK=iri K /2m* with fi Planck's constant and m* the
electron effective mass, we can work out (13) to be

4 2

X;J (T=0)= 2 J N(e)de ux;ux 5(e„)
C

4 2

2N (0)—,
' uF,

C
(14)

where u» is the Fermi velocity and N(0) is the normal-
state single-spin electron density of states at the Fermi
surface. The electron density per unit volume is
n =—', N(0)m u~ for free electrons and

4 2
(T=0)=

C2

n

m* (15)

which is the classical London penetration depth at zero
temperature.

From a solution of the BCS gap equation (2) for a given
band structure [Eq. (4)] and the MMP spin susceptibility
of Eq. (1) we can easily evaluate (13) and present one of
our many results in Fig. 9. In this figure, we show
A. „(T) and A» (T) for a MMP superconductor in arbi-

FIG. 9. Comparison of the temperature variation of the
penetration depth (in arbitrary units) for x and y directions for
the case B=0.45 (second-nearest-neighbor hopping), filling
(n ) =0.88, T, =94 K, and effectiv-mass anisotropy parameter
and 5=0.25. These results are based on complete numerical
solutions of the BCS gap equation (2) for the MMP model sus-
ceptibility. The anisotropy in A, ,; (0) is about a factor of 2 be-
tween the a and b directions.

trary units as a function of temperature. The second-
nearest-neighbor hopping parameter is 8 =0.45 and the
filling (n ) =0.88 which corresponds to a chemical po-
tential of p=0. 51. The coupling constant g go in the
BCS equation (2) was taken to have a value of 30.2 to get
the right order of magnitude for T„namely, 94.0 K. The
effective-mass anisotropy parameter in (4) was taken to be
5=0.25, which leads to a 29% admixture of extended S
wave plus constant part into the mainly d-wave gap on
solution of the BCS equation. From the figure we con-
clude that the ratio A, „(T=0)/k (T =0) is around 2
as in the experiments of Zhang et a/. ' We note also that
both penetration depths A,„and A, show a linear tem-
perature variation at low T as is observed, although over
the entire temperature range the agreement is not so
good. In particular, the slope near T, is smaller in our
calculations than is observed. Simple BCS models of the
kind used here seem not to be able to reproduce the de-
tailed observations particularly near T, . They omit, of
course, any effect of fluctuations which could become im-
portant in this temperature region.

In Fig. 10, we show additional results in arbitrary units
for a case with second-nearest-neighbor hopping B =0.45
a filling of (n ) =0.89 which corresponds to a chemical
potential @=0.51 for three different effective-mass anisot-
ropy parameters, namely, 5=0.05, 0.15, and 0.25. In ob-
taining these curves, we did not use the full numerical
solutions for the gap equation (2) based on the MMP sus-
ceptibility (1). Instead we approximated these by
b.K=gd+5g, of Eq. (6) which we found to be a reason-
able approximate representation of the more complex
complete numerical solutions. The complete solutions in-
clude many higher harmonics of d 2 & and extended s-

wave symmetry besides gd and q, of the simplified mod-
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FIG. 10. Comparison of the temperature variation of the
penetration depth (in arbitrary units) for y (open symbols) and x
(solid symbols) directions for the case 8 =0.45 (second-nearest-
neighbor hopping) and filling ( n ) =0.89, for various values of
6, namely, 5=0.05 (squares), 0.15 (triangles), and 0.25 (circles).
In all cases T, =100 K and the gap is set from 260/k& T, =3.5
and a BCS temperature variation [Eq. (9)] is assumed. The gap
is taken as a mixture of d [cos(K„a) cos(—K»b ) ] and 5 times ex-
tended s[cos(K„a)+cos(K»b)].

el. The case with 5=0.25 in Fig. 10 can be compared
directly with the numerical results presented in Fig. 9
based on the full MMP solutions. While the results of
the complete calculations for X „(solid circles) show a
slight concave downward curvature over a significant
temperature range below T„ the approximate solutions
instead show a slight concave upward curvature (open
circles) at the higher temperatures near T, . These
difFerences are small, however, and the approximate cal-
culations certainly capture the qualitative behavior of the
penetration depth very well. We can conclude that for
some purposes the simple gap model of Eq. (6) is clearly
sufficient and a full MMP calculation is not needed ex-
cept in as much as it tells us that, for a given value of 5,
we should mix in d 2 2 and 6 times an extended s„-wave

X

part. While this rule applies reasonably well to all cases
presented here, for other values of 5, filling, and chemical
potential, the relationship between 5 and the admixture
of extended s and constant part can be much more com-
plicated and a full numerical solution of the BCS gap
equations is needed to get the correct admixture. Return-
ing to the figure it is seen that the amount of anisotropy
between the (xx) and the (yy) components of the zero-
temperature penetration depth is a rapidly increasing
function of the anisotropy parameter 5 with a 5 of only
0.25 giving almost a factor of 2 anisotropy. In Fig. 11,
we show results of many more calculations of the
penetration depth in arbitrary units for different models
of the gap. In all cases the second-nearest-neighbor hop-
ping parameter is 8 =0.45, the filling is ( n ) =0.86, with
chemical potential p=0. 51, and the anisotropy pararne-
ter in the electron dispersion curve (4) is set at 5=0.15
for all calculations. We present curves for A, only.
Those for A,»» would be larger by about a factor of 2 (see

FIG. 11. The temperature dependence of the penetration
depth (in arbitrary units) for various model gaps with an aniso-
tropic band structure in the copper oxide plane. In all cases the
second-nearest-neighbor hopping B =0.45, the filling (n ) is
0.86, which corresponds to a chemical potential of p, =0.51, and
5=0.15, .which leads directly to anisotropy in the penetration
depth. d stands for [cos(K„)—cos(K» ) ], s for [cos(K„)
+cos(K» )], and so for a constant. In all cases T, = 100 K and
the gap is set from 250/k&T, =3.5 with a BCS temperature
variation. All the data are for A. and similar data would apply
for A». Squares are for d wave, the circles for s„+id, the trian-
gles for s, the diamonds for so+id, and the crosses for so.

Fig. 10). A constant isotropic gap (sc) given by the
crosses leads to a very Hat low-temperature behavior
below a reduced temperature of about T/T, =t—=0.3,
reAecting an exponential activation region with a large
finite gap everywhere on the Fermi surface. By compar-
ison, the results for the so+id case (diamonds) show a
definite finite gap but over a smaller temperature region
as compared with the pure isotropic case, and the ones
for s„+id (solid circles) turn around and give a fiat region
only below t-=0. 1. This is understandable because the
case pf constant gap plus i times d 2 2 does have a finite

gap on the Fermi surface everywhere, because the real
and imaginary parts of so+id can never vanish simul-
taneously, since so never vanishes although it is smaller
than for the corresponding pure isotropic gap case (so
alone) with the same T, value equal to 100 K. This also
applies to the s +id case, in which instance real and
imaginary part can simultaneously vanish but only at
four points on the two-dimensional Cu02 plane Brillouin
zone, namely, (k, k» ) —= ( +sr/2a, +m. /2a). But for a
filling of (n ) =0.86 and 8 =0.45, 5=0.25, the Fermi
surface never crosses these four points although it does
come close, and thus the effective minimum gap on the
Fermi surface, while not zero, is nevertheless quite smaH,
leading to an exponential activation region only at the
lowest temperatures. The situation is quite different for
the two remaining cases, namely, pure d wave (squares)
and pure extended s wave s„(triangles). In both these
cases, there are gap zeros on the Fermi surface and the
low-temperature behavior is radically modified to a linear
law. The slope of this linear behavior, which is negative,
is very much larger in absolute value for the extended s-
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wave s case than it is for the d 2 2 case. This can bex —y
understood physically as follows. For the extended s-
wave case s, the gap has zeros on lines bisecting the
main diagonals of the two-dimensional Cu02 Brillouin
zone and cutting through the center of each of the four
faces. This would also be the Fermi contour for B =0
and exactly half filling. In our case B =0.45 and the
filling is slightly away from half filling with (n ) =0.86
(see Fig. 5). In this case, the Fermi surface is slightly off
the zeros of the extended s-wave gap function s„but is
still everywhere close and cuts it at a number of points.
Because the gap on the Fermi surface is small everywhere
compared with that of a d-wave superconductor with the
same T, value, the superAuid density increases much fas-
ter with increasing temperature and so the absolute slope
of the inverse square of the penetration depth, which is
proportional to the superAuid density, is very large. The
curvature of the resulting curve when viewed over the en-
tire temperature range shown is concave up. This also
applies for the same reasons to the s„+id (solid circles)
case but in that case there is a turnover at low tempera-
ture to the exponentially activated regime.

Our single-band model was designed to account, as a
first step, for the orthorhombic nature of YBCO. The or-
thorhombic symmetry in this system has its origin in the
existence of CuO chains which lie in a different plane
from the Cu02 plane. Our model presumably applies
best if the chain and plane bands are significantly hybri-
dized and, in a sense, represents the opposite limit of an
independent chain and plane model. For two indepen-
dent bands, we would expect a very distinct temperature
dependence for the in-plane penetration depth in a and b
directions because the screening currents in one direction
would involve the chains while they would not be in-
volved in the other direction. This is to be contrasted
with our model, which predicts a similar temperature
variation in both directions, as is observed experimental-
ly. The absolute values of A,, and A, b are, of course, quite
different.

Different sources of anisotropy can have quite different
consequences. For Bi2Sr2CaCuzOs+s (Bi 2:2:1:2), there
exists a superlattice modulation which lifts the tetragonal
symmetry. Inasmuch as this superlat tice modulation
may not have a strong effect on the resulting Fermi sur-
face, we would not expect A,, and A.& to be very different
in this case, although a detailed calculation would be re-
quired to answer the question definitively.

IV. SUMMARY AND CONCLUSIONS

The penetration depth in YBa2Cu30& & is found to be
linear in temperature at low temperature, which is
characteristic of a gap with nodes on the Fermi surface.
The zero-temperature in-plane penetration depth is
highly anisotropic with A,, ( T =0)= 1600 A and
b(T=0)=,1030 A. This anisotropy cannot be under-

stood in simple models of a single Cu02 plane with
tetragonal symmetry; and has been taken as evidence that
a significant fraction of the condensate resides in the CuO
chains. To include the chains as well as CuO2 planes
would require, at minimum, the use of a two-band model,
one for the planes and the other for the chains. Instead

of dealing with such a complication, we have opted here
to retain the simplicity of a single band but have attempt-
ed to introduce the anisotropy of the realistic band struc-
ture through an anisotropic first-nearest-neighbor hop-
ping which is taken to be different in a and b directions.
While this simple model is not expected to be quantita-
tively correct, it does allow in a simple way for the possi-
bility of A,,(0)AA, b(0). In fact, we found that an anisot-
ropy in nearest-neighbor hopping of about 25% is quite
sufhcient to explain the factor of 1.6 observed for the ra-
tio of A., to A, b at T =0.

A very important feature of the anisotropy introduced
in the tight-binding band for the Cu02 plane is that the
gap is found to be an admixture of three irreducible rep-
resentations of the tetragonal point group, namely,
d 2 2 extended s wave, and a constant part. For the or-

x —y
thorhombic group these three functions belong, of
course, to the same irreducible representation. So the re-
sult that they mix when chains are included is not
surprising, since we then effectively have orthorhombic
symmetry. The correct admixture of the three represen-
tations, however, cannot be determined from general
group-theoretical arguments alone. Here we determine
this admixture through the BCS gap equation, written for
a nearly antiferromagnetic Fermi liquid with pairing due
to exchange of antiferromagnetic spin fluctuations in the
Cu02 plane. For the pairing interaction in these equa-
tions we use the phenomenological spin susceptibility of
Millis, Monien, and Pines which gives a good description
of the spin dynamics in the tetragonal Cu02 plane. It is
used here without changes and therefore introduces no
parameters, since MMP have fitted it to the NMR data
and we make no modification in this quantity. The band
structure used in Eq. (2), however, does not have tetrago-
nal symmetry so the resulting gap solutions are no longer
pure d 2 ~ as stated before. The admixture of extended

s wave changes the zero-gap contours which no longer
fall along the two main diagonals as is the case for pure
d 2 2 symmetry. Nevertheless, the gap still goes to zero

X —y
at four points on the Fermi surface and we have found
that the anisotropic penetration depth A,, ( T) and A, b ( T)
separately exhibit a linear temperature dependence at low
T as found experimentally although, over the entire range
of temperature, the agreement of our BCS calculations
with the experimental results is not quantitative. Never-
theless, some of the main features of the data can easily
be explained even though our model has been very sim-
ple. Further progress will probably require the develop-
ment of more complicated multiple-band models which
we hope to study in the future. Also it will be necessary
to study the effect of normal elastic impurity scattering
for the mixed-symmetry case. In this case the impurities
enter both the gap and the normal-state renormalization
channels in contrast to the pure d-wave case, where they
do not make a contribution to the gap channel.
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