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Nonlinear dynamics of self-organized microstructure under irradiation
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We analyze the formation and evolution of point and line defect microstructure in irradiated materi-
als. The effects of irradiation on materials are described by dynamical conservation equations for two
mobile atomic size species (vacancies and interstitial atoms), and two basic immobile elements of the mi-
crostructure (vacancy and interstitial clusters). It is shown that, under specific irradiation and material
conditions, uniform vacancy and interstitial cluster populations become unstable, forming large-scale
spatially organized distributions. The structure and symmetry of these organized distributions are
shown to evolve with time. The selection and stability of the resulting microstructure are studied in the
quasistatic approximation and in the weakly nonlinear regime around the bifurcation point. It is shown
that point defect recombination does not affect the long time evolution of the microstructure, and that
the final pattern should correspond to planar wall structures, in agreement with experimental observa-
tions. Time-dependent evolution of self-organized microstructure is demonstrated for various irradia-
tion and temperature conditions, placing special emphasis on the role of dislocation bias and direct cas-
cade clustering on the self-organization of extended defects.

I. INTRODUCTION

Many irradiated materials present several types of mi-
crostructure which correspond to the spatial organization
of defect populations. Well-known examples are void'
and bubble lattices, precipitate ordering, defect
walls, and vacancy loop ordering. ' In particular, the
spatial ordering of vacancy dislocation loops occurs fre-
quently in metals and alloys irradiated at moderate doses
and high temperatures. " The uniform distribution of
loops created by the collapse of cascades becomes unsta-
ble beyond some threshold, which is determined by vari-
ous material and irradiation parameters (e.g. , the irradia-
tion dose, damage rate, bias in the migration of point de-
fects to loops and network dislocations, and tempera-
ture). In a preceeding study, ' we analyzed this
phenomenon in the framework of a dynamical model
which considers the two major elements of irradiated mi-
crostructures, namely, vacancy and interstitial clusters.
In this regard, we model the e6'ects of irradiation on ma-
terials in the form of dynamical equations for two mobile
atomic size species (vacancies and interstitial atoms), and
two basic immobile elements of the microstructure (va-
cancy and interstitial clusters). These equations are based
on the fundamental elements of defect dynamics, namely,
point defect creation, recombination, and migration to
the microstructure. In the sink-dominated regime, we
computed the instability threshold for vacancy cluster or-
dering in a quasistatic approximation since one has to
take into account the continuous evolution of the struc-
ture. We also performed a weakly nonlinear analysis
showing that, as irradiation proceeds, one should expect
a transition from a uniform distribution of loops to bcc
and finally to planar wall structures.

Recent molecular dynamics computer simulations of
collision cascades have shown that interstitial clusters

can be directly produced in the neighborhood of cas-
cades. ' Implications of this direct production process to
swelling and other macroscopic phenomena are discussed
by Singh and co-workers. ' ' The aim of the present
work is to expand on earlier analysis, with the following
new aspects: (1) incorporation of direct interstitial loop
production in the dynamical model, (2) explicit account
of point defect recombination in stability analysis, and (3)
presentation of a general framework for nonlinear stabili-
ty of slowly evolving microstructure.

It is experimentally established that the formation of
organized microstructure under irradiation requires the
production of defects in cascades. Thus, experimental
observations of organized microstructure have only been
made on either neutron or ion irradiation. To date, no
observation of ordered microstructure were reported for
materials irradiated with electrons. An example of void
lattice formation under neutron irradiation is shown in
Fig. 1, where the alloy titanium-zirconium-molybdenum
(TZM) is irradiated at 450'C with fast neutrons. The
neutron fluence is 3.5 X 10 6 n/m, and the magnification
shown is 200000. The emerging void lattice is isomorph-
ic with the bcc lattice structure of TZM.

Jaeger, Ehrhart, and Schilling conducted 3 MeV pro-
ton irradiation of Ni and Cu, up to 2 dpa. They observed
a large concentration of stacking fault tetrahedrons
(SFT's) of average diameters less than 5.5 nm. At the
lowest dose levels ( =0.01 dpa), the distribution of SFT's
is quite homogeneous. At doses of =0. 1 dpa, Auctua-
tions of point defect clusters were observed, and regions
of locally dense clusters along j001) matrix directions
start to appear. As the dose is increased to =0.65 dpa,
the periodicity of defect clusters becomes more pro-
nounced, although strong local variations were still ob-
servable. Figure 2 shows the formation of well-developed
periodic walls of defect clusters in Cu at a dose of 2 dpa.
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FIG. 1. Void lattice in the alloy TZM, irra-
diated at. 450'C. The fast neutron flux
(E &041 MeV) is 3.5X10 6 n/~, and the

magnification is 200000 (courtesy of J. Evans).
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The specimens were imaged in a I 110] projection [Fig.
2(a)], and in a [100] projection [Fig. 2(b)]. The observed
wavelength of these wail arrangements is about 60 nm.
The walls are reported to contain a high density of dislo-
cation loops and SFT's.

These experimental observations indicate that the im-

mediate condensation of vacancies during the collisional
phase of cascades, in the form of smail vacancy clusters
(e.g., loops of SFT's), is a prerequisite for the emergence
of an organized microstructure. In the model presented
here, the microstructure is divided into two components,
an interstitial dislocation loop component and a vacancy

4

FIG. 2. Formation of planar periodic defect
walls in proton-irradiated copper at a dose of 2
dpa. Imaging is in the [110j projection in (a)
and in the [100I projection in (b) (courtesy of
W. Jaeger).
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cluster component. Vacancy clusters are assumed to
form directly from cascades at an initial radius rv, and
may shrink forming a small loop or SFT. The model can
be extended to treat the case of growing vacancy clusters
to form a void lattice, but this will not be attempted here.

In Sec. II of this paper, we accordingly reformulate the
kinetic equations describing defect dynamics under irra-
diation. In Sec. III we derive the evolution equations for
the loops. In Sec. IV we perform the linear stability
analysis of uniform loop distributions and derive the con-
ditions for instability. We then proceed to the weakly
nonlinear analysis around the instability threshold in Sec.
V and present the conclusions in Sec. VI. Mathematical
details are discussed in the appendixes.

II. THE RATE THEORY MODEL
OF MICROSTRUCTURE EVOLUTION

In order to explicitly account for the effect of direct in-
terstitial loop production on the evolution of defect popu-
lations, we propose a rate theory dynamical model.
Radiation-produced defects are represented by two equa-
tions for point defects, which are considered as mobile
species, and a set of equations describing the evolution of
loops, which are considered as immobile species. Since
point defects are the only mobile components of the mi-
crostructure, their rate equations would include spatial
operators. Immobile microstructures are represented by
interstitial and vacancy clusters as shown below:

a, c, =J:(1 ~, ) ac, c, +.

—D, V'c, .

Dici(ZiNpN+Zivpv+Zilpl) ~

where c, corresponds to the vacancy concentration and c;
to that of interstitials. PN is the network dislocation den-
sity, pv the vacancy loop, and PI the interstitial loop den-
sity. E is the displacement damage rate, e;E the intersti-
tial loops production rate, and e„the cascade collapse
efBciency; a is the recombination coe%cient, b the
Burgers vector, rv the mean vacancy loop radius, and
Z are the bias factors which will be approximated by
ZN=1+B ZI=Z v =1+8, and Z I Z N=Z v=1.
8 is the excess network bias and B' is the excess loop bias
(B' )B ). c„N, c,y, and c,I are the concentrations of
thermally emitted vacancies from network dislocations,
vacancy, and interstitial loops, respectively.

We shall now use the following scaling relations:

A,„=D,Z„NPN, D =D/A, „,a/A, „=y, P =yX/A, „,
PV, I

PV I & Xi u 7~i, v & XvV XuI XvL
PN

p = =(1+B), ~v =br„pNy,
vN u v

baPN
+I 2m'„
Equation (1) can now be written in dimensionless form,

B~, =P (1—e, ) —x;x, +D;V x; —px;(1+py+pl ),
B~,=P(l e, ) ——x;x, +D, V x„

(Xu XuN ) (Xu Xur. )PV (Xu XuI. )PI ~

(3)
~I"d~l =e;P+IJ,(1+KB)x;—(x„—x,l ),
7 yd+y E„P py[p( 1+kB)x; (x„xI )]

B,c, =IF(1—e, ) —ac;c„+D„Vc„
D„[ZN(C„CN)pN

Z„y(Cu C„y)Py

+Z.I(c. C.I )PI]—
As in Ref. 12, Eqs. (3) are derived from Eq. (1), on us-

ing the approximations B'=B in point defect equations,
and (1+B')/(1+B)= 1+B' B BB'= 1+—bB—in the
interstitial loop equation, where AB is the difference be-
tween the loop and network bias. Since the point defect
densities evolve much more rapidly than the loops, they
may, as usual, be adiabatically eliminated from the dy-
namics and their evolution related to that of the loop
densities via the following relations:

Btpy 0 IGuK py[DiZivci DuZuv(cu cuy)]]
b ryo

2m%
&,pl =

~ ~

[e;IC+D,Z;IC, D„Z„I(c„c„I)]—, —

p p FP+6
~x, —(x, —X„)=

0

0 1x = ——-A +x0 uL
eP+6

Ap

eP+b
0 vL

0

2P(1)1/2
+4

(4)

where 6=x,L —x,N, e=e, —e,-, and A0=1+pv+P
The resulting reduced loop dynamics are then given by

I=a;P+p~Bx; +0 0 eP+5
+Pv+PI

1 v~+v FvP P~Bxi +
p p P v

0 p eP+6 p

1+Pv+PI

Since Ap is continuously increasing in time, one may
expect that, after a short transient, x; tends to
P(1—e;)/iti, AO, even for annealed materials at low tem-
peratures. In other words, the recombination of point de-
fects should not affect the long time evolution of the sys-
tem.

Numerical solutions of Eqs. (4) and (5) for the parame-
ters of annealed nickel, taken from Ref. 12, are shown in
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FIG. 3. Evolution of the uniform sink densities of vacancy
and interstitial clusters under reactor irradiation conditions
(K =10 dpa/s, T=500 C) for well-annealed nickel (p&=10'
m ). Defect parameters are taken from Ref. 12.

FIG. 4. Evolution of the uniform sink densities of vacancy
and interstitial clusters under typical accelerator conditions
(X =10 dpa/s, T =700'C) for well-annealed nickel (pz =10'
m ). Defect parameters are taken from Ref. 12.

Fig. 3 for typical conditions of reactor irradiation at
E =10 dpa/s and T=500'C. On the other hand,
dislocation loop densities at higher temperatures (700'C)
and higher displacement damage rate (10 dpa/s) typi-
cal of ion irradiation, are shown in Fig. 4.

III. DISLOCATION LOOP DYNAMICS

To study the evolution of nonuniform defect distribu-
tions and the eventual occurrence of microstructure for-
mation, we also need to derive the evolution equations of
the inhomogeneous perturbations of the uniform state.
These perturbations are defined as

5x; =x;—x;, 5x„=x„—(x„—x„L),

&pv= o &pi =
pv pI

Let us introduce these variables in the system (3), and
consider first the corresponding evolution equations for
the Fourier components (of wave vectors q) of point de-
fect perturbations. Since point defect concentrations
evolve much more rapidly than loop concentrations, they
may be adiabatically eliminated. On separating the linear
and nonlinear parts of their evolution, one easily sees that
point defect perturbations obey the following equations:

1
&,(p'v5pv, +pi5pr, )+f dk(Pq5x;q k+rq5x. ,, k-)-

q

X(pv5pvk+pI5pik )+ f dk pAvq5xi, q —k5xu, k

1
q Pv5Pvq+PI5PIq +f""Pq5x~;q k+vq5xU, q k- —

q

(7)

X(pv5pvk+PI5PIk )+f dk pAIq5xi;q k5xU, k—
where

vq ~iq+x" ~ vq+~x' ~I

aq=px, . Av +x,.o p FP+6
q i q

Pq=p(Av +x; ), y = —xo,
p o eP+b

e =pAI (x„—x,L ) —x„
p — xU~ vq —pal +x„Ao 1+pv+pi

2
2 q D,

A v
= Ao+q D„AI= Ao+ 1+B
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linear combination of loop density perturbations. Other
terms are explained in Appendix B.

IV. THE LINEAR STABILITY ANALYSIS

The stability of the uniform dislocation densities may
be analyzed through the linear part of the evolution equa-
tion (12) for their inhomogeneous perturbations. Howev-
er, the elements of the corresponding evolution matrix
are time dependent, and this situation prevents us from
performing the usual stability analysis. Nevertheless,
some insight into the behavior of the system may be ob-
tained within, the quasistatic approximation, i.e., when
the stability of the uniform densities is evaluated by con-
sidering them as frozen or stationary at each moment.
One thus expects an instability when at least one eigen-
value of the evolution matrix acquires a positive real part.
Of course, this approximation does not describe correctly
the growth rate of the perturbations, but in similar prob-
lems, it seems to predict the instability threshold quite ac-
curately. ' Since one eigenvalue of the linear evolution
matrix becomes positive when

P(1—6, )
(P'vop vq+Pl&PIq )

V ~o~rq

0
~xi, k(pv~pvq —k +PI~PIq —k ) &

rq

(9)P(1 —e„)—b,
(P'voP vq +PI&PIq )

0 Vq

U 7

0
q

0
q

~I~1
~x

U, k (P V~P vq —k +PI~PIq —k )
Vq

Point defect perturbations may thus be obtained from
Eq. (9) by an iterative procedure and expressed as an ex-
pansion in powers of the loop density perturbations, re-
sulting in the following vector form for the perturbations:

5x =X„,f dk fdk„,D
e,P

(13)
(Pv) ~UPI «(

In the preceding section, we showed that point defect
recombination does not affect the long time behavior of
the system. Hence, the various coefBcients which appear
into Eq. (7) may be approximated by their values in the
sink dominated regime, which are obtained by taking the
dominant contributions in Ao, A vq and Arq. This leads
to

where

XTq5pq k
. . 5pk ~, (10)

the instability threshold is obtained when the maximum
of I reaches e„P/[(pv) e„pl/F—, ]. This .maximum is
given by the condition

—(n)
Dq, . . . , k„

( —1)"
~rq ~rk„,

(
—1)"

~ Vq ~ Vk„

Ao+q, Dv

2 0+q, Dv /(1+B )

( 1 —e„b,/P)( 1+B)—
(1 —e, )(1+bB)

and 5xq =(5x; q, 5x, q ). Details of the derivation for Eq.
(10) are given in Appendix A.

On the other hand, the evolution of loop density per-
turbations is given by

e,P
5p v

—[p(1+b B)5x; —5x, ]
pv

—f dk5pvq k[p(1+bB)5x;k —5x„k], (11)

&Prq
rid, 5plq = e;P + [p(—1+KB)5x; —5x„]

Pr
'

PI

with e; =e;+ [F+b,/P+(1 —e; )bB]/Ao.
Equations (11) can also be put in the following vectori-

al form:

~B,A =I. A

+X„&,fdk,

X fdk„M„Aq k 5pk „.5pk

(14)

which defines the critical wave number as

Ao(Q —1)(1+B)
Dv(1+B —Q)

Ao(B —e')—&(1+B),
Dv(B +e')

which is an obvious generalization of the result obtained
in Ref. (12) in the absence of interstitial loop production
rate e, .

When e, /e' ( 1, i.e., when e; (AB + 5/P, one obtains,
by straightforward dimensional analysis, a similar rela-
tionship between vacancy and interstitial loop densities
than the one obtained in Ref. 12, namely,

with 6 =E 8;+bB+(b+bB)/P. This leads to the
following instability threshold for the bifurcation param-
eter pv/Ao. .

Pv ~UB 1
0 ' 1/2

=2
Ao, 1 —g. B +e'

(12)

Details of derivations are left to Appendix B. Equation
(12) describes the evolution dynamics in two parts. The
first term on the right-hand side represents the linear evo-
lution matrix, while the second term describes the non-
linear regime. It is to be noted here that the vector A is a

0 U

P'v = , (1+PI)—
and the quasi-steady-state uniform dislocation densities
for clustered defects follow a &r time dependence, after
transients related to either interstitial loop nucleation,
since their time dependence is given by
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pI =v'1+21' —1, 1/2
1

, &1.8 +g'

Pv &1+2lr,
V. THK %'EAKLY NONLINEAR REGIME

where r1=2P (e' e—„)rl
Hence the bifurcation parameter tends, in the asymp-

totic time limit, to e„/e, and instability occurs if

&v )2
E'

1/2
1

8+@'

In the other case, i.e., when e,- & kB+6/P, and since
~r )&~v, the uniform dislocation densities follow a linear
time growth [pI ~(~;&/rt) and pv~ I [(&; &&)I'—
—b, ]/rvIt] and the bifurcation parameter tends to 1.
When the system is dominated by vacancy loops, the in-
stability occurs if

Close to the instability threshold, space-time separa-
tion occurs between stable and unstable modes, the
characteristic scales of the latter being by far the largest.
The stable modes may thus be adiabatically eliminated,
and the dynamics reduced to the weakly nonlinear unsta-
ble modes dynamics, which governs the long time evolu-
tion of the system and captures the asymptotic properties
of the complete kinetic model in the vicinity of its bifur-
cation point. In order to perform this adiabatic elimina-
tion, one has first to diagonalize the loop dynamics and to
separate stable and unstable modes. This leads to the fol-
lowing evolution equations for the stable X and unstable
0

q
modes:

(19)

where, at the leading order in (pv) ', and close to the bifurcation point, one has

X

t0 (q)

P Vq5
=D

'6Prq

1 S &Pv,

c 1 6prq

1 (n} 0 ~p+1 (n —1)

n0
I (n)P g I (n —1)

0 0
Pr 'ErP v

e. (p0)2
I(n) 0 n I(n —1) v PI I

PIT& 0 2e;(pv) &v

&2( 0)2
Pr'V

0
&

I-(„—1) v Pr r
2( 0)2

(20)

&Pk P v~k +Pr &k

with

E(pt) rl 'E 7 v
0 2

e' (Pv) rv ~ Pv

.(q)= r, p

e,.P
co~(q) =-

Pr

0
&vPI

0
~iP v

Pra=1—c 0
Pv

e,P
0 7

Pv
0

~vPI +V

&;(p v) &I

0
+V ~vPIP=1 b= 1 ——

rtpt e~ (P v )

(21)

Hence, at the bifurcation point, the modes o become
unstable while the modes X remain stable. Further-
more, the time-scale separation between these two classes
of modes allows the adiabatic elimination of the stable
modes X . This may be done as usual' ' ' on solving
the evolution equation for X after neglecting its time
derivative and expressing it as a series expansion in
powers of the oq at q, . In Appendix C, the inverse
Fourier transform of Eq. (19) is derived to give the fol-
lowing evolution equation for o:

r0B,o(r, t) =

0 0
Pv EvPIy=1 —b =1———

Pr
0 0

~iPV
0

&vPI
0

~iPv where

+Uo. (r, t) —uo(r, t) (22)
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b, =2
B +e' b, =2 Ev

' 1/2
1

B+@' (27)

b,
0 8

2D„
A0

B +e'
B

2

(e'+2B)
0 v v PB(B+

(e'+2B)
( +

pi,B (e'+B)

(e'+2B) 1+, + eU
( )

pi,B (e'+B) e;
' 1/2

(23)

B(l—e;)

Hence, the conclusions of our previous analysis are not
qualitatively modified, but only quantitatively. We
remain with the general results of bifurcation theory
leading to the fact that the following structures may be
selected

(1) bcc lattices or filamental structures of cubic symme-
try, associated with a subcritical bifurcation and de-
scribed by the following amplitude equation:

roB, A;=
b —b, —4(q;.V) A;+vX k A Ak

C

—3uA;(IA;I +2X.~;IA I ), (24)

with i,j,k =1, . . . , 6, qi+q, . +qk =0 Iq;I =q„and
o =X; ( A; e ' +c.c. ).

These bcc lattices are stable in the range—v /33u &(b b, )/b, &—3v /u.
(2) Rodlike hexagonal or triangular structures also ap-

pearing via a first-order-like transition (subcritical bifur-
cations), are described by the amplitude equation

and may thus eventually suppress the transition.
On the other hand, as discussed in Ref. 12, the stability

region of bcc microstructure is still shrinking with dose,
or with time, since v /u remains proportional to (pi, )

which is decreasing with time. Hence, if the interstitial
production rate does not suppress the transition, the
three-dimensional (3D) bcc microstructure still appears
as a transient state, and the planar wall structure remains
the final state of the microstructure in this evolution
model, as may be inferred from the dose dependence of
the bifurcation diagram as shown in Figs. 5—7. The evo-
lution of the critical wavelength with dose under ac-
celerator conditions is shown in Fig. 8. The wavelength
is normalized to that at the start of irradiation, where the
value can be found in Ref. 26. The wavelength is shown
to decrease as a function of irradiation dose. For exam-
ple, under annealed conditions the wavelength is reduced
to about one-third of its original value by a dose of 10
dpa.

VI. CONCLUSIONS AND DISCUSSION

We presented here a dynamical analysis of microstruc-
ture formation and evolution in irradiated metals and al-
loys based on the most complete set of kinetic equations
at hand for the description of interacting point (intersti-
tials and vacancies) and line defects (vacancy and intersti-
tial loops). A previous analysis' along these lines was
based on a reaction-diffusion model taking into account
the basic elements of defect dynamics, namely, point de-
fect creation, recombination, and migration to micros-
tructures. In the present analysis, we furthermore explic-
itly considered direct loop production via cascades for

WALLS

r,a, A, = b —b, —4(q, V) A;+vX kA Ak
C

—3uA;(IA;I'+2X &;IA I'), (25)

&,a, w = b —b,
b,

+4(q;V+. . . ) A —3uAI AI

and are only stable in the range v /3u & (b b, )/b, —
In the present case, the interstitial production rate e; P

leads to an increase of the instability threshold, since

with ij,k =1, . . . , 3, q;+q, +qk =0, Iq; I =q,
iq,. -r

g =X,.( A, e ' +c.c. ), and are stable in the range
—v /15u &(b b, )/b, & v /—u.

(3) Wall structures corresponding to the spatial modu-
lations of the loop densities in one direction. They ap-
pear via a second-order-like transition, or supercritical
bifurcation, and are described by the following amplitude
equation:

FIG. 5. Stability surface for wall structures in the amplitude
( A), distance to threshold (m), and irradiation dose (d) space
(in reduced units: e.g. , for annealed steel under reactor condi-
tions with K =10 dpa/s, T=500 C, m =4 and d =1 corre-
spond to 0.1 dpa) ~
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Critical Wavelength Evolution ters along cubic axes were observed to disappear at
higher doses in favor of planar walls parallel to t 1101
matrix planes in Cu and Ni, and up to a dose of 4 dpa.
No competing arrangement of higher stability than pla-
nar walls was observed. On the other hand, numerical
analysis of the kinetic model discussed here is also needed
to confirm and extend the results of the weakly nonlinear
analysis presented here. Significant progress may be ex-
pected in understanding, and predicting the effects of ma-
terials instabilities on the macroscopic behavior of driven
or degrading solids can be achieved, by the combination
of bifurcation analysis, amplitude equation description,
numerical simulations, and carefully devised experiments.
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FIG. 8. Evolution of the reduced critical wavelength
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temporal evolution of 3D periodic arrangements of defect
clusters. " In the experimental investigations of Jaeger,
Ehrhart, and Schilling, a scenario similar to our predic-
tions is observed. Blocks or agglomerates of defect clus-

I

APPENDIX A

Substitution of successive approximations to point de-
fect perturbations in terms of ascending powers of loop
density perturbations gives

P(1—e, ) P(1—e,. )
5xi;q (Pv5pvq+Pi5prq)+ f«(p'v5pvk+Pr5Prk)(Pv5Pvq k+Pr5Prq —k)—

P A 0 Arq Ark

or

o o o o o odk f k (pv5p vk'+ pr5plk')(pv5pvk —k'+ pr 5plk —k')(p v5pvq —k +pr 5prq —k )
P A 0 Arq Ark A rk'

(Al)
P(1—e„)—b, P(1—e, ) —5

»U, q
=

& (pv5pvq+pr5prq )+ f« ~ „~(pv5pvk+pr5prk )(pv5pvq k+pr5prq k—)—
AO Vq 0 Vq Vk

P(1—e„)—6« f«' „~~ ~ (pv5pvk'+pr5prk')(pv5pvk k'+pr5prk k'—)(pv5pvq I —+pr5prq —k)—+ ' ' '

0 Vq Vk Vk'

P ( 1 IEi ) o o 1 0 0 0 05xi, q (P v5P vq +Pr5Prq )+ (P v5P vk +Pr5Prk )(P v5P vq k+Pr 5Prq —k )—
P AP Arq Ark

—f dk f dk'
~ (p'v5pvk +pr'5prk )

A Ik Ik'

(Pv5P vk —k'+Pr5Prk —k')(PV5P vq —k+Pr5Prq —k )+

P(1—e, ) —b. 15~
q U(Pv5Pvq+Pr5Prq)+ f dk (Pv5pvk+Pr5prk)(Pv5Pvq k+Pr5Plq —k)—

A0A V Avk

f dk f dk (pv5pvk'+pr5prk')
Vk Vk'

X (P v5P vk —k'+Pr5Prk —k')(P v5P vq —k +Pr5Prq —k ) +
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or, in vectorial form

5x, = D, 5p, + fdkD, D„5p, „5p„+f dk fdk'D, D„D„.5p, „5p„„5p„.+ T, , (A3)

where 5xq =(5x; q, 5x„q),

Tq
P(1—e, )

pAp

P(1—e„)—b,

Ap
D = —1 —1

POPO7

Iq Vq

and 5p =pv5pv +pr5pr ~

Since the matrix D is diagonal, Eq. (A3) may be rewritten as

—(n)
»q=&. ifdk fdk. iDq, , k„.. . Tq5pq k-5pk„,. (A4)

APPENDIX B

The difference between point defect perturbations can be written as

/M(l+bB)5x;q —5x,q =X„»(—1)"fdk . fdk„
P(1—e, )

Ap

1+5B
Arq

' Ark„,
P(1—e„)—b,

Ap Av Avk
5p „5p„,, (81)

or

p(1+6,B)5x; —5x, = —I 5p +X„,( —1)" 'f dk, . fdk„I'"' „5p,„.5p„ (82)

with

P(1 —~;) 1+~a
Ap Ar

P(1—e, ) —b,

Ap Av
(83)

and

1+ca
A 0 AIq AIk

P (1—e„)—b.

Ao A
Vq A Vk„

(84)

Hence, the linear part of the loop dynamics may be written as

&v~ 5P vq

e,P 0
0

—Pvrq 5pvq+Prrq5prq
Pv

(85)
Pv F;P

~r ~.5prq 0 ~q5pvq ~q+ p 5prq
Pr pr

while its nonlinear part is given by

r B,5p =X„,( —1)" ' fdk, . fdk„[I'"' „5p „+I'„"" „5p „]5p„„.. 5p„
1)n —1

r,a,5p„'=—X„.. . dk, fdk„r',"' „5p,„.5p,
Pr

(86)

[note that I P'= I k, cf. (83)].
Hence, the loop dynamics may be cast in the vectorial form,

%,A =L A +X„,fdk, fdk„M„A /, 5p/, /,
.

5p/,

where

(87)
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&v 0 ~P Vq

A
&Prq

where

e,P
0 +Pvrq

Pv
0

Pv
o

PI

0P,r,
F;I'—r — '

p
PI

0
~(n) Pv

~ o o ) k p" PI

&(n) o
q, . . . , k„PI

Z (n)
q ~ ~ ~ y k

(BS)

~Pk P V~P vk +PI~PIk

APPENDIX C

The stable modes X are expressed by an iterative solution in powers of o.
q

and q„resulting in the following equa-
tion:

X = — X„o,( —1)" fdk, ' fdk„[(N„(q,)),o „+(N„(q,)) X „](II,":,'5P„„)5P
cvx qc

1 0«1(N1(q. ))21pv~, -k ~k +
co@ q,

When (Cl) is substituted in the kinetic equation for cr, we obtain

),voc=co (q)o +X„1(—1)" 'f dk, ' fdk„[(N„(q,))»crq k, +(N (q —))1pq ,kl &("= —&1p
,.
k—k, , )~pk„

=cv (q)crq+ fdk1(N1(q, ))11Pvcrq kcrk —+ f«, [(N1(q, »11pt+(N1(q, »12pv1&q —k1crk1

f«, f—«2(N2(q2))11(PV) ~ krak k—~k, —

(Cl) .

(C2)

Equation (C2) describes the slow mode dynamics governing the long time evolution of the system. When this reduction
of the dynamics, which is of course only valid in the vicinity of the instability, is performed up to the third order in the
o. 's, we obtain

q c),o =co (q)o + f dkv(q, k)o kcrk+ f dk f dk'u(q, k, k')o kok kcrk

where

(C3)

v (q, k) = (N1( I q, } ) )11pv

(N1(Iq, })»1(N1([q,}»12 (N1(Iq, } )»1(N1(Iq, }))11pt
u (q, k, k')= —(N2([q, }))„(pv) 1+ +

~X(N2( I q }»11 ~x(N2( Iq } ))11pv

This leads, in real space, to

qod, o (r, t) = b —b, —go(V +q, ) o(r, t)+vcr(r, t) uo(r, t)—
C

(C4)
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