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The influence of spin-orbit coupling on the transport and magnetic properties of Co;Pd,, is investigat-
ed. Analysis of detailed field- and temperature-dependent ac susceptibility data yields a ferromagnetic
ordering temperature of Tc~137 K, although asymptotic critical exponents describing this transition
cannot be evaluated due to the presence of this coupling. This estimate for T, is in excellent agreement
with that deduced from the temperature derivative of the zero-field resistivity, from the temperature
dependence of the coercive field, and from the temperature dependence of the low-field magnetoresistive
anisotropy. The occurrence of this latter anisotropy relies on the presence of a spin-orbit interaction
(with an associated orbital moment), and the behavior of this anistropy is compared with model calcula-

tions which incorporate this coupling.

INTRODUCTION

Multilayer films and superlattices based on Co and ei-
ther Pd or Pt are of particular current interest due to
their possible application in magneto-optic and magnetic
recording processes."’? Such usage results from the pres-
ence of a substantial magnetic anisotropy in a direction
perpendicular to the multilayer structure, which in turn
originates from the presence of an orbital component in
the total moment at the Co site. Any such orbital mo-
ment (i.e., nonspherical charge distributions) possesses an
orientationally dependent energy due to its interaction
with the surrounding lattice electric (“crystal”) field, and
through the spin-orbit interaction this leads to an atten-
dant angular dependent contribution from the total mo-
ment to the overall energy of the system, i.e., the so-
called magnetocrystalline anisotropy. While this effect is
relatively weak in metallic Co—a result attributed to an
effective quenching of the orbital moment in this itinerant
electron ferromagnet by the crystal field (the Co orbital
moment amounts to only some 15% of the spin
moment®)—recent x-ray magnetic circular dichroism ex-
periments have been interpreted as indicating a substan-
tial enhancement of the “out-of-plane” Co orbital mo-
ment in these multilayer structures, an enhancement
which correlates directly with increases in the associated
first-order uniaxial anisotropy constant.*

Below we report the effects of the spin-orbit interaction
on the magnetic and transport properties of bulk Pd+3
at. % Co. This composition, while considerably lower
than that of the multilayer structures mentioned above,
was chosen specifically to place the ferromagnetic order-
ing temperature in an accessible temperature range, thus
enabling the influence of this interaction on the critical
properties to be assessed. This assessment was done
through detailed measurements of the field and tempera-
ture dependent ac susceptibility x(H,,T) for applied
fields H, in the range 0 <puyH, <0.1 T in the vicinity of
the Curie temperature T-=140 K, and also included
measurements of (i) the coercive field H, (from butterfly
loops x(H,,T) vs H, at numerous fixed temperatures
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T =T¢); (ii) the zero-field resistivity p(0,T) and its tem-
perature derivative dp/dT for 100=T <200 K; (iii) the
longitudinal (p|) and transverse (p,) magnetoresistance at
4.2 K in applied fields uyH, to 2 T; and (iv) the low-field
resistive anisotropy (LFRA) [p,(H,)—p,(H,)] in applied
fields uoH, of 3, 6, 10, and 12.5 mT in the range of
120=T =150 K. The existence of a difference between p,
and p, and, consequently, a LFRA depends upon the
presence of an orbital moment and associated spin-orbit
coupling. Indeed, the presence of an orbital moment at
the Co site in this host was established initially a number
of years ago from measurements of the spontaneous resis-
tive anisotropy (SRA, ie., the ratio [p(B)—p,(B)]/
p(B) extrapolated to zero induction) and its variation
with Co concentration;’ such conclusions were confirmed
by the analysis of subsequent Hall effect measurements.®
However, while it is possible to understand the origin of
such an orbital moment, at least in terms of an ionic
based model’ in which a 3d” configuration is attributed to
the Co site, the absence of such a moment in the case of
Fe is more difficult to reconcile with the same model ap-
proach. Nevertheless, recent studies® of magnetic critical
effects in PdFe of comparable composition provide a use-
ful example of a system with no orbital moment/spin-
orbit interaction, against which the present data will be
contrasted.

EXPERIMENTAL DETAILS

A 5-g sample of nominal composition 3 at. % Co was
prepared by arc melting high-purity Pd wire (5N’s) and
Co sheet (4N8). Homogeneity was ensured by inverting
and remelting the resulting button five times, with negli-
gible melting losses. This button was then severely plasti-
cally deformed by cold rolling it (between protective plas-
tic strips) to form a sheet of thickness 0.15 mm from
which specimens suitable for transport and magnetic
measurements were cut. These samples were briefly
etched (to remove possible surface contamination) before
being annealed for 30 h at 1000°C. While the high solu-
bility of Co in Pd should ensure metallurgical homogenei-
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ty in samples fast cooled from the melt, this later pro-
cedure of inverting then remelting followed by plastic de-
formation and subsequent annealing was adopted as a re-
sult of studies on this’ and related systems!°~!? showing
that it produced a high degree of homogeneity and a
sharp magnetic transition.

The in-phase component of the susceptibility of a sam-
ple consisting of two (electrically insulated) strips, each
with dimensions (2X0.3X0.015) cm?® (with rounded
corners) was recorded continuously using a phase-locked
susceptometer described previously,!? with an ac driving
field of 5 uT rms at 2.4 kHz applied along the largest
specimen dimension. Static biasing fields (uoH,) up to
0.1 T were provided by a collinearly mounted solenoid
and the temperature measured with a Au-+0.03 at. % Fe
versus Chromel P thermocouple. A specimen of dimen-
sions (4X0.3X0.015) cm?®, suitable for transport mea-
surements, was mounted on a high-thermal-conductivity
Cu block which could be inserted into a wide-bored (50
mm) superconducting solenoid. This block could be ro-
tated through 90° about an axis perpendicular to that of
the solenoid, so that the longitudinal and transverse mag-
netoresistance could be found at the same temperature
(measured by a carbon-glass thermometer). The field-
induced magnetoresistivity ratio [p(H,,T)—p(0,T)]/
p(0,T) was measured with a precision approaching a few
ppm using a low-frequency ac method!* and the tempera-
ture derivative dp/dT was estimated similarly from the
ratio [p(0,T+AT)—p(0,T)]/AT using temperature
steps AT ~1 K throughout the interval of interest. In
both cases a current of about 50 mA was applied along
the largest sample dimension. While this ac technique al-
lows relative resistivity values to be determined with high
precision, absolute resistivities have an estimated uncer-
tainty approaching +5% arising from a combination of
shape factor and absolute ac voltage errors.

RESULTS AND DISCUSSION

A. ac susceptibility

Figure 1 reproduces measurements of the ac suscepti-
bility x(H;,T) (corrected for background and demagnet-
izing effects) plotted against temperature in selected static
biasing fields. In zero field x(0, T') increases rapidly with
decreasing temperature in the vicinity of the Curie tem-
perature T-=~137 K, and while there is some structure in
the response just below the principal (Hopkinson) max-
imum in x(0,T)—reminiscent of UFe,!>—the feature
that should be stressed is that the magnitude of the sus-
ceptibility at this principal maximum is ~3X 102
JT? kg_l, comparable to that reported for PdN3i,'® but
much reduced from that observed in PdFe of comparable
concentration® [where x(0,T)~2X10®> JT 2kg™!].
Since all of these data were acquired in the same ac driv-
ing field from samples with essentially equal dimensions
[for which the demagnetization factor N is consequently
the same, although the demagnetization correction
(1—Ny)~! is roughly an order of magnitude larger
(around 10-20 %) for samples containing Fe compared
with those containing Co or Ni], and as these samples

were subjected to a similar annealing procedure (a pro-
cedure which is believed to enhance homogeneity), we
suggest that this result provides indirect evidence that
these differences arise from intrinsic (viz., orbital mo-
ments at the Co or Ni sites) rather than extrinsic (.e.,
structural or metallurgical) sources.

The behavior of the susceptibility in nonzero superim-
posed fields supports this latter suggestion. As can also
be seen from Fig. 1 these superimposed fields suppress the
amplitude of the principal maximum and depress the
temperature at which it occurs. This process enables the
evolution of true critical peaks—reproduced in the inset
in Fig. 1—to be resolved and followed. As discussed pre-
viously for a number of other systems®!1671% and in
agreement with the behavior evident in this inset, the
characteristics of these critical peaks are governed by the
usual static scaling law appropriate to a paramagnetic to
ferromagnetic transition,'” and this indicates that the
temperature 7T,, at which the critical peak occurs in-
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FIG. 1. The ac susceptibility (in J T ?kg™!), corrected for
background and demagnetizing effects, plotted against tempera-
ture (in K) in the vicinity of the ferromagnetic ordering temper-
ature. The numbers marked against each curve represent the
superimposed static biasing fields (in mT). The inset summa-
rizes the behavior in larger static biasing fields, which enables
the evolution of the critical peaks to be followed.
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creases with increasing field according to the power law
1/(y+8)
, (1

i

C

tm=(Tm_TC)/TC°:

while the magnitude of the susceptibility at these critical
maxima decreases with increasing field h( < H; /T, ), with

x(h,t, )ch1/O71 )

A detailed discussion of the procedure followed to imple-
ment a self-consistent, systematic fit of Egs. (1) and (2) to
these data, along with the relationship between the zero-

field susceptibility and reduced temperature ¢
[=(T—Tc)/Tc], e,

x(0,8)xt™Y, T>T¢, (3)
has been given on several previous occasions®!316718 and

will not be reiterated here. However, what is important
to stress is that these (secondary) critical maxima are a
characteristic signature of critical fluctuations accom-
panying the phase transition, with the locus of the (secon-
dary) critical maxima evident in the inset marking the
boundary in the (4,?) plane of the so-called “crossover”
line below which this critical response is field dominated
but above which it is temperature dominated. By con-
trast the principal (Hopkinson) maximum is associated
with the technical or regular components in the response
(i.e., domain wall motion and/or coherent rotation, etc.,
and how the contribution from these components
changes as the ratio of the coercive field to the ac driving
field changes below T), not the singular/critical contri-
bution. As is evident from Fig. 1, applied static fields
poH, in excess of about 6 mT are required to enable these
technical contributions to be suppressed to a degree
where the critical component dominates the measured
(total) response; at lower fields this critical contribution
appears as a shoulder on the Y(H,T) versus T plot (with
no well-defined minimum at temperatures below the criti-
cal peak), while below 2.5 mT even this shoulder struc-
ture is obscured.

Systems in which the technical/regular contributions
to the magnetization are not driven to saturation in low
field are classified as magnetically hard; thus PdCo (and
PdNi) contrasts markedly with soft systems such as PdFe
in which the contribution from the singular/critical com-
ponent dominates in fields as small as 0.1 mT.® We sug-
gest that the most likely origin for this technical hardness
in PdCo arises from single ion anisotropy at the Co site
due to the presence of an orbital moment and spin-orbit
coupling.

The occurrence of this technical hardness also compli-
cates the analysis of the critical behavior of this system,
precluding an accurate determination of the asymptotic
critical exponents, as discussed below. Figure 2 repro-
duces a plot of the critical peak susceptibility (taken from
data similar to that shown in the inset in Fig. 1) against
the estimated internal field uyH; on a double logarithmic
scale; this demonstrates clearly that a power law depen-
dence [Eq. (2)] yielding a unique index § is not obeyed by
these data. The line drawn at lower fields in this figure
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FIG. 2. The critical peak amplitude Y(H,T,,) (in JT 2kg™}!)
plotted against the estimated internal field puoH; (in mT) on a
double logarithmic scale. The solid line yields an effective ex-
ponent (8* ~3.1) as discussed in the text.

corresponds to an effective exponent 8*(H )~ 3.1 (close to
the mean-field value but well below the value of 6§=4.8
predicted by the localized, three-dimensional Heisenberg
model??), while the curvature of the data themselves indi-
cates that this effective exponent falls with increasing
field. Effective 8*(H) values which fall with increasing
field have been reported in a number of other sys-
tems,®!>16 and its occurrence is consistent with the pres-
ence of considerable variance in the distribution of ex-
change coupling strengths (the couplings that lead to an
ordered ground state); such a variance is expected in the
present random alloy. The estimate of 8*(H)~3 from
the lower field data does not necessarily represent the true
(asymptotic) value for this exponent, for two principal
reasons: first, the resolution of critical peak structure is
confined to fields in excess of 2.5 mT, well above that for
“soft” systems, thus masking further possible increases in
8*(H ) as the H—0 asymptotic limit is approached; and
second, it is very probable that there are substantial con-
tributions from the residual (unsaturated) technical
“background” to the peak amplitude plotted in Fig. 2,
and this would invalidate the estimate obtained for 6*(H)
using Eq. (1) and the slope of Fig. 2. Similar considera-
tions apply to Fig. 3, a double log plot of the (reduced)
critical peak temperature against the internal field, i.e., a
test of Eq. (1). Clearly this figure does not enable accu-
rate values for the “crossover” exponent (y + ) to be es-
tablished, again in contrast to the situation in “soft” sys-
tems; not only does this figure cover the same restricted
field range as Fig. 1, but the error bars associated with
the lower field points are also substantial. As discussed
previously for PdNi,' such error bars reflect the large
width (in temperature) of these critical peaks resulting
from residual technical background contributions. These
data thus do not rule out Heisenberg model exponents
(y+B=1.751%°), but then neither are mean-field ex-
ponents excluded (y +8=1.5).

The behavior of the zero-field susceptibility is summa-



338 P. A. STAMPE, H. P. KUNKEL, Z. WANG, AND G. WILLIAMS 52

0.01

0.001t L1
1 10 }JoHl(mT) 100

L1l

FIG. 3. The reduced critical peak temperature
t,[=(T, —Tc)/Tc, with T¢ taken as 136.8 K] plotted against
the estimated internal field poH; (in mT) on a double logarith-
mic scale. The solid line corresponds to 3D Heisenberg model
exponents, and the dashed line to mean-field exponents.

rized in Fig. 4 by plotting the effective Kouvel-Fisher ex-
ponent21

y*(T)=d In(x(0,2))/d In(2) (4)

against . The maximum in this effective exponent near
t=~2X10"% confirms the presence of substantial ex-
change bond disorder®!>16718:22 while the fall in y*(T)
below the Heisenberg model value of ¥ =1.386 (Ref. 20)
near t=~9X 1073 simply reflects the result that x(0,T)
achieves only ~ 1% of its demagnetization factor limited
value near T, as discussed earlier.

Summarizing, the field and temperature dependent sus-
ceptibility data near T-=136.8 K exhibit a critical peak
structure characteristic of critical fluctuation near a
paramagnetic to ferromagnetic transition. However, the
presence of a significant regular contribution to the mea-
sured response —reflecting the technically hard nature of
this system —precludes the accurate evaluation of asymp-
totic critical exponents.
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FIG. 4. The Kouvel-Fisher effective exponent y *(¢) plotted
against reduced temperature ?.

B. Coercivity

Figure 5 summarizes the temperature dependence of
the coercive field uoH, estimated from the splitting be-
tween the maxima of plots of Y(H,,T) vs H, —so-called
“butterfly loop”’®—at various fixed temperatures T < T.
H, vanishes at 13711 K, confirming the T estimate
used in constructing Figs. 3 and 4. The magnitude of H,
increases quite rapidly below T, reaching a value of ~3
mT at T./2, about an order of magnitude larger than
that recently reported from a related study of the
Fe Pty system.'?

This relatively rapid increase in H_. below T corre-
lates with the significantly larger technical component in
the present system as indicated, for example, by the
lowest field capable of resolving the critical peak struc-
ture.

C. Spontaneous resistive anisotropy (SRA)
The SRA, defined by the ratio®

Ap(B —0
__L(,g__)_=[{p“(3)—pl(3)}/[)o]3_>o )

is estimated from Fig. 6, which reproduces the field-
induced change in resistivity Ap/po=[p(H,)—p(0)]/
p(0) in the longitudinal (||) and transverse (1)
configurations in applied fields uoH, up to 2 T at 4.2 K.
Beyond about 0.7 T, both p, and p, display little depen-
dence on field (p, is estimated at 3.7+0.2 uQlcm at this
temperature), so that it is valid to estimate the SRA on an
extrapolation based on H, (rather than B), as is done in
this figure. This yields SRA ~1.7%+0.05 %, in good
agreement with previous estimates.>?* The presence of
spin-orbit coupling is a prerequisite for the observation of
a magnetoresistive anisotropy, as discussed earlier. Fig-
ure 6 also shows that the average magnetoresistance

p(H,,T)=[p,(H,,T)+2p,(H,,T)]/3 (6)
3 T T T T T T T
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FIG. 5. The coercive field poH, (in mT) plotted against tem-
perature (in K).
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PoHa(T)

FIG. 6. The field-induced change in resistivity Ap/p, (in %)
at 4.2 K plotted against the applied field uoH, (in T) for the lon-
gitudinal (]|) and transverse (1) configurations.

is still negative at this temperature—despite the latter
being a small fraction (~0.03) of T,—decreasing by
some 24 nQ) cm (0.55%) before saturating, again in good
agreement with previous data.?*

D. Resistivity and its temperature derivative

Figure 7 reproduces the zero-field resistivity p(0,T)
and its temperature derivative dp/dT over the tempera-
ture interval 100-200 K, with the absolute values of
these parameters being uncertain to typically +5% as
discussed previously.

The zero-field resistivity displays a distinct anomaly
near T, best illustrated by its temperature derivative,
the maximum in which is taken as defining T;*> from
Fig. 7, T¢ is estimated at 1367} K (the errors arising
from both scatter in the measured derivatives and abso-
lute temperature uncertainties), in good agreement with
the values derived from the analysis of the susceptibility
data and the temperature dependence of the coercive field
(using different thermometry).

From the lower section of Fig. 7 it can be seen that the
measured values for dp/dT (the 5% uncertainty in ab-
solute value notwithstanding) in this system decreases
rapidly above 140 K, approaching a value of around 37
nlcm /K near 160 K, above which this derivative de-
creases slowly to a value near 35 nQQcm /K at 190-200
K. While this decline in the magnitude of dp/dT be-
tween 160 and 200 K is comparable to that reported in
pure Pd, the absolute values for the derivative shown in
Fig. 7 in this temperature range are typically ~35
nQ cm /K smaller than those measured in the host met-
al.2® Previous studies®® have shown this to be a general
feature of Pd-based alloys, which contrast in this respect
with Pt-based systems where little change in dp/dT from
that of the undoped host is seen at higher tempera-
tures.!®2® As discussed recently for Fe;oPtq,'® the per-
sistence of enhanced values for dp/dT at temperatures
well above 136 K (in the present case, from around 136 K
up to 155-160 K) is taken as indicating the existence of
short-ranged spin correlations well above T in this sys-
tem also. Correspondingly,'® the resistivity measured
near 160 K (z=0.15) is likely to be more representative

of that from the totally disordered state than the resistivi-
ty at T, itself (although the temperature at which com-
plete disorder is achieved is more difficult to estimate in
the present system for the reasons indicated above). With
this assignment, an estimate for the total magnetic com-
ponent Ap,, in the resistivity of this system (assuming the
addlistivity of the various contributions) can be found us-
ing

Ap,, ~[p(0,160 K)—p(0,4.2 K)]
=1.41 uQcm .
In terms of a localized s-d model in which this magnet-
ic scattering arises from deviations of the lattice potential
from ideal periodicity at the Co sites, with the

scattering/perturbing potential including both a screened
Coulomb (¥) and a Pd conduction electron (o )-Co spin

(S) exchange term (—2JS-0), Ap,, can be written as?’
Ap,, ~ AcJ*S (1+4S) 7
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FIG. 7. The zero-field resistivity p(T) (in uQ cm) and its
temperature derivative dp/dT (in nQ} cm /K) plotted against
temperature (in K). Note that while the relative values for these
quantities can be determined with high precision, absolute
values are uncertain to typically +5%, as discussed in the text.
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when V2>>J2% Here the factor A4, given by

_3mm*Q
2%ie’Ep

depends on details of the band structure (the s-electron
effective mass m *, atomic volume ), and Fermi energy
Ep), assuming a value of 6.56 uQcmat. % ! eV ™2 when
¢ is the Co concentration in atomic percent and V and J
(in reality, potential and exchange integrals averaged over
the Fermi surface?®) are in eV.?’ Estimates for the Co
spin S can be obtained by combining saturation magneti-
zation data? (measuring gS) with ferromagnetic reso-
nance measurements>’ (yielding an impurity splitting fac-
tor of g=~=2.4), from which S~3 at this Co concentra-
tion. This yields for the local moment—s-electron ex-
change coupling

|J]=~0.043 eV ,

in reasonably good agreement with values estimated from
earlier resistivity measurements [0.047-0.066 eV (Ref.
31)] on alloys of comparable concentration.

Finally, from p(0,4.2 K) it is possible, using s-d model
expressions, to verify the validity of the inequality used
above, viz., ¥?>>J2. Assuming that the ground state is
completely ordered at 4.2 K [a reasonable approximation
since, while there is a field-induced negative (average)
magnetoresistance at this temperature, it represents only
some ~1%], then

p(0,4.2 K)=~ Ac[V?*—3J28?], (8)

from which |V|=0.49 eV, justifying the above assump-
tion.

E. Low-field resistive anisotropy (LFRA)

Measurements of the LFRA, that is, of the ratio

Ap(H,,T)
Wz[Pu(HmT)_PL(Ha’T)]/P”(Ha’T) 9)
at various fixed temperatures in the interval

100=<T <150 K in applied fields of 3, 6, 10, and 12.5 mT
are reproduced in Fig. 8. The line drawn through these
data close to T indicates (i) that this anisotropy vanishes
at 137+1 K, providing another estimate for T, (and in
good agreement with those found above) and (ii) that
within experimental uncertainty, these data, collected in
different applied fields, collapse onto a single line as T is
approached from below, in agreement with itinerant and
localized model predictions. In terms of either model ap-
proach, as discussed in detail recently,'® the presence of a
magnetoresistive anisotropy relies on two essential in-
gredients: (a) an orbital component (and hence spin-orbit
coupling AL-S) at scattering sites and (b) a polarizing
field.

In itinerant model approaches [based on Mott’s two-
current model,*! i.e., parallel conduction in spin-up (+)
and spin-down (—) subbands] to systems like PdCo, in
which the conductivity is s-electron dominated while the
magnetic properties are determined principally by the d-
electron response, the resistive anisotropy in low applied
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FIG. 8. The low-field resistive anisotropy (LFRA) Ap/p
measured in applied fields uoH, of 3 (w), 6 (W), 10 (A), and
12.5 (@) mT, plotted against temperature (in K).

fields can be expressed as'®

(A/K)XdN /dE)% (T—T,)
bp Er _ (10)

p p+p—tpilpytp_)

Here p. arises from interband scattering,’? and K mea-
sures the splitting induced by a cubic anisotropy®® (which
must be included if problems in the predicted behavior of
the LFRA at T,—where the exchange field collapses—
are to be avoided). The term involving (dN /dE )&, —the

density of states near the Fermi energy Ep—originates
from an expansion of the subband resistivity in terms of
the exchange field H,,,'»% and the linear dependence
(T —T¢) reflects the temperature dependence of H2 in
conventional band theory.!®3% Thus the vanishing of the
LFRA at T (mentioned above) confirms that the polar-
izing field in the present experiment is in fact the ex-
change field, with (small) applied fields simply enabling a
domain size to be established on a length scale compara-
ble to the electronic mean-free path. While similar con-
clusions are reached by localized models, the presence of
small external fields in them serves the additional func-
tion of defining a quantization axis for spin-orbit cou-
pling; thus the alignment of the spin dipole moment (S)
by the polarizing exchange field also results (via the spin-
orbit interaction) in an attendant orientation of the orbit-
al moment (L) and hence the associated nonspherical
charge distribution. A multipole analysis of this latter
distribution indicates that the leading contribution to the
asymmetry in the field dependent resistivity arises from
electric quadrupole (D) scattering®’3> 1%, with

D
v

Ap _

P [(S2),—S(S+1)/3]. (11

The obvious advantage of this localized model expression
is that it does not involve details of the band structure,
unlike (10) (although the ratio of the coupling constants
D /V, which determine the sign of Ap, remains to be
specified). The behavior of the temperature and field
dependence of the LFRA have been obtained using Eq.
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FIG. 9. The calculated quadrupolar term (S2);),
—S(S+1)/3 (in arbitrary units) plotted against the reduced
temperature T /T for spin values of S=3 and S=1, with
7=2.5. The symbols correspond to the applied field values
shown when T is taken as 140 K.

(11) in conjunction with an effective field Ising Hamiltoni-
an®® incorporating both a Gaussian distribution of ex-
change coupling strengths between the Co spins and a
uniform external field. In this particular localized model
the thermal average ({ ) ) involved in the quadrupolar
term appearing in Eq. (11) is replaced by a double aver-
age ((S2) 1), over both temperature and exchange. The
results of this calculation are presented in Fig. 9 using ap-
plied fields which cover the range used experimentally
(the calculation incorporates a spin of S=3 as discussed
above, and assumes a value of 2.5 for the ratio n=J,/J
of the first to second moment of the Gaussian exchange
bond distribution; the choice 7> 1.25 is dictated by the
appearance of a ferromagnetic ground state’”38); these
calculations suggest that over the range covered, the
LFRA should display a field independent linear decrease
above about 120 K. A similar result (although over an
unspecified applied field range) would also be predicted
by the itinerant model expression—Eq. (10)—provided
the temperature dependence of the anisotropy was dom-
inated by the temperature dependence of the exchange
field (at least in mean field). However, in either model
approach it is important to emphasize that a nonzero
LFRA only occurs in the presence of spin-orbit coupling
(i.e., A#0, with L, and hence D, also nonzero).

In contrast with the model predictions shown in Fig. 9,
the experimental data, while approaching a field indepen-
dent linear decrease close to T, do so only above about
133 K (i.e., much closer to T¢); while the deviation of the
LFRA from a simple linear increase, evident in the model
calculations reproduced in Fig. 9, are dependent (for a

specified applied field range) on the values adopted for
both S and 7, this dependence is generally much weaker
than that observed in the present experiment. Problems
can arise as 77— 1.25 and the limit of stability of the fer-
romagnetic ground state is approached,’”*® available
data do not suggest that Co;Pdy; is close to this instabili-
ty. As in the case of Fe,oPty,'® we reiterate that these
models approaches do not include domain effects, and
suggest that the deviations observed in the experimental
data are due to the inability of the lower applied fields
utilized to render the system single domain over the
length scales probed in these experiments.

SUMMARY AND CONCLUSIONS

The analysis of detailed transport and magnetic mea-
surements on Co;Pdy,; reveals a marked influence of the
spin-orbit interaction. The ac susceptibility data display
features characteristic of critical fluctuations accompany-
ing a paramagnetic to ferromagnetic transition, but while
these critical peak data yield an estimate for T of 13711
K, values for the asymptotic critical exponents cannot be
found due to the presence of anisotropy—most likely
originating from spin-orbit coupling. The above estimate
for T. is in good agreement with that found from the
zero-field resistivity (viz., from the temperature of the
maximum in dp/dT) and from the temperature at which
the LFRA vanishes. The temperature dependence of the
LFRA immediately below T is also in agreement with
model predictions, although the measured anisotropy
falls well below the model value as the temperature is de-
creased further. This latter difference is attributed to the
influence of domain structure, the model calculations be-
ing valid only within a single domain. The presence of
both a LFRA and a SRA confirms the presence of spin-
orbit coupling.

Finally, it is interesting to compare and contrast the
behavior of the LFRA near T in Co;Pdy; with that in
Fe Pty In both systems differences between model pre-
dictions and experimental data occur immediately below
T in the lowest measuring field ( ~3 mT), despite the re-
sult that this measuring field far exceeds the coercive field
H_ at these temperature. However, at a given interval
AT (=T¢c—T) below T, while both the electronic
mean-free path (MFP) (at least as judged from the resis-
tivity) and the coercive field in PdCo exceed those in
PtFe, deviations from the model predicted behavior are
observed closer to T in the latter system, contrary to the
behavior expected from both H,, and the MFP. This re-
sult would seem to indicate a much larger domain size in
CosPdy, despite its larger H, although the magnetoresis-
tive anisotropy measured in the lowest fields does appear
to saturate more quickly in PdCo than in PtFe. We are
currently attempting to validate this inference regarding
domain size using more direct techniques.
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