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A high-order multiple-scattering (MS) approach to the calculation of polarized x-ray-absorption
spectra, which includes both x-ray-absorption fine structure and x-ray-absorption near-edge struc-
ture, is presented. Efficient calculations in arbitrary systems are carried out by using a curved-wave
MS path formalism that ignores negligible paths, and has an energy-dependent self-energy and MS
Debye-Wailer factors. Embedded-atom background absorption calculations on an absolute energy
scale are included. The theory is illustrated for metallic Cu, Cd, and Pt. For these cases the MS
expansion is found to converge to within typical experimental accuracy, both to experiment and
to full MS theories (e.g. , band structure), by using only a few dozen important paths, which are
primarily single-scattering, focusing, linear, and triangular.

I. INTRODUCTION

The interpretation of x-ray-absorption fine structure
(XAFS) as a sum over multiple-scattering (MS) paths
has been the basis of the theory for many years, and
is especially useful in the interpretation of experiments. 2

The absorption 6ne structure y is de6ned as the normal-
ized oscillatory part of the x-ray-absorption cross sec-
tion p(E), i.e., y = (p —Ijo)/Aye, where po is the
embedded-atom background absorption, and Lpo is
the jump in the background at the edge. The domi-
nant single-scattering (SS) term, due to the path &om
the absorbing atom to the nearest neighbor and back, is
commonly used as a tool to determine accurate near-
neighbor distances in solids and molecules. Although
it has long been recognized that MS terms are gener-
ally needed to describe the structure beyond the nearest-
neighbor distance, there has been considerable contro-
versy about the nature and the extent of MS in XAFS.5
To address this question, we have devised a strategy for
high-order MS calculations that greatly speeds up the
path-by-path approach. Our method explicitly incor-
porates loss terms and MS Debye-Wailer (DW) factors,
which aid convergence and are essential for the success of
a short-range-order XAFS theory. For us, the introduc-
tion of an efficient path-enumeration algorithm is crucial,
since our aim is to obtain convergence of the MS expan-
sion to full multiple-scattering accuracy in extended sys-
tems, without the need for symmetry or matrix diagonal-
izations. In a preliminary presentation of our method, we
found that XAFS can be calculated to within experimen-
tal accuracy by using about 100 paths. 5 In contrast, full
MS diagonalization methods such as band-structure tech-
niques, which calculate x-ray spectra without loss, must

introduce broadening eBects phenomenologically. Such
methods are inefficient, since they calculate excessively
detailed 6ne structure and then broaden much of it away.

Our treatment was originally intended for the
moderate-energy to high-energy region above threshold,
i.e. , the extended-XAFS (EXAFS) regime of about 30—
1500 eV above the absorption edge, where the mean &ee
path is relatively short (( 20 A.). However, using the
"extended-continuum" model, '~ we have augmented our
treatment to include the near-edge regime, i.e., the near-
edge XAFS and x-ray-absorption near-edge structure
(XANES). s The application of a high-order path-by-path
MS approach in XANES is not, a priori, well justi6ed
for a number of reasons. These include strong-scattering
events at low energies that may destroy convergence of
the MS expansion, and chemical and many-electron ef-
fects that can alter the scattering amplitudes. Indeed,
it has been thought that full MS calculations ' ' ' are
needed to describe XANES, especially the many inter-
esting near-edge features such as shape resonances and
whitelines, while drastically limited calculations ' suf-
fice at higher energies. Thus, our study also aims to
probe the limitations of the MS approach.

In this paper, we present a more thorough and com-
plete exposition of our method than was done previously.
In addition, we describe a generalization of our approach
for calculations of the polarized x-ray-absorption spec-
trum p, (E) on an absolute energy scale, including the
continuum near-edge region. Except for our preliminary
treatment ' and for small molecules, finite MS calcula-
tions have generally been limited to small molecules and
clusters, or to third order scattering processes. ' ' The
most definitive calculations of XAFS in extended systems
have been based on full MS band-structure methods.
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These methods are limited to crystalline geometries and
low photoelectron energies (E ( 150 eV). They often
neglect the core hole, since they assume full periodicity.
(The absorbing atom is treated as identical to similar
atoms in other unit cells. ) They have also not included
an energy-dependent exchange-correlation potential, al-
though this limitation could, perhaps, be lifted. More
general cluster methods have been developed, but have
similar limitations. By their nature, such full MS
methods do not provide information about individual
paths, and are thus of limited applicability for quanti-
tative structural analysis. Another approach calculates
full MS for all n-atom sets within a cluster, and a hy-
brid approach has been suggested to merge EXAFS and
XANES calculations. We have also found that an ac-
curate treatment of the embedded atomic-background
absorption po(E) is an important factor in near-edge
calculations, and is partly responsible for the present
lack of quantitative agreement between theory and ex-
periment in XANES. Our study adds to the pioneering
treatment of Lee and Pendry, in that we take the MS
series to convergence, and also extend it for polarized
XAFS and XANES calculations over the full experimen-
tal energy range, typically from threshold to 1500 eV.
Compared to full MS techniques, path methods have a
number of advantages. They simplify the inclusion of
self-energy, core hole, and vibrational efFects, permit the
treatment of aperiodic geometries, and simplify XAFS
analysis. Their major disadvantage is the numerical com-
plexity of enumerating and calculating enough paths to
converge the calculations.

Convergence of the MS path expansion is important
for the utility of such calculations in structural analy-
sis. Fortunately, there are two mechanisms that foster
convergence. The first are the XAFS decay terms, i.e.,
the mean-&ee-path term and DW factors, which effec-
tively limit the maximum path length that must be con-
sidered. The second mechanism is the approximate can-
cellation of all but a few dominant paths. This surprising
result arises because the contributions &om the myriad.
of weak MS paths act like random-phase noise. Since
it is not a priori obvious which MS paths are most im-
portant, we have developed a constructive algorithm to
enumerate paths and efBcient path 6lters to discard the
overwhelming majority that are insigni6cant. Accurate
calculations of the remaining important paths are car-
ried out using the Rehr-Albers (RA) scattering-matrix
algorithm. This approach is implemented in automated
ab initio codes that are suKciently accurate, portable,
and easy to use, to serve as theoretical standards for
general MS XAFS analysis. The codes are generaliza-
tions of our ab initio single-scattering XAFS code FEFF
(version 3).2 2s FEFF (version 5) includes MS paths in
clusters with improved relativistic mufIin-tin potentials
and MS DW factors, and FEFF (version 6) adds dipole
matrix elements with general elliptical-polarization de-
pendence and an absolute energy scale based on atomic
calculations. MS XAFS analysis packages that make use
of the phase and amplitude data in the FFFF codes have
been developed independently. These include, for exam-
ple, FEFFIT, a part of the University of Washington

analysis package UWXAFS (version 2), and EXAFSPAK,
an analysis package developed at Stanford Synchrotron
Radiation Laboratory.

Several illustrative tests of the method are presented
here. Calculations for metallic fcc Cu are compared to
full MS band-structure calculations to test both our path-
enumeration algorithm and the accuracy of the RA ap-
proach. Calculations based on our full ab initio codes are
then compared to measurements of XAFS in Cu, Cd, and
Pt to provide tests of overall accuracy of XAFS, polarized
XAFS, and XANES calculations. These calculations also
check the various approximations in the broadened one-
electron theory of XAFS. Comparisons with experiment
and on various complex materials have also been carried
out by several groups. Other applications of these
methods include, for example, difFraction anomalous fine
structure 4 and photoelectron diffraction.

II. MS THEORY DF XAFS

A. MS ex.parasion

In this section we summarize the main theoreti-
cal ingredients in our codes. Additional technical de-
tails are given in Appendix A and 8, and in previous
publications. ' ' ' ' To simplify the treatment, we will
assume that many-body efFects not included in the self-
energy can be taken into account with additional broad-
ening. Thus, we consider only a one-electron calculation
of photoabsorption given by the Fermi golden rule with
the dipole approximation, i.e.,

Here o, 1/137 is the fine-structure constant, ur is the x-
ray energy (we use Hartree atomic units e = m = 5 = 1),
E = u —E is the final-state photoelectron energy, e is the
x-ray polarization vector, and the sum is over unoccupied
final states

~ f) at energies E = Ey. In accordance with
the final-state rule, the final states are calculated in the
presence of a fully relaxed core hole, while the core states
~c) are calculated with the the initial-state Hamiltonian.
Details concerning the potential are given in Sec. IIC
below.

The calculation of the absorption cross section can be
expressed in terms of a MS path expansion of the full
propagator G. To see this, we first rewrite the result for
the absorption coefIicient as

p, = ——Im(c~e'. r G(r, r';E) e. r'~c)0, (E —EF), (2)

where G = 1/(E —II + ig) is the one-particle Green's
function, H = Ho + V is the one-particle Hamiltonian
including the self-energy, E~ is the Fermi energy, Hp ——

—(1/2) V2 + V;„q is the Hamiltonian of a uniform system
with lossy potential V;„&(E),bV = V —V~t is the scatter-
ing potential, which is defined relative to the interstitial
potential V;„q so the perturbation is negligible outside
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the xnuKn tins, and 8,(E) = (1/7r) tan i[I' /(E~ —E)]
is approximated by an arctangent function to account
for the core-hole lifetime. The MS expansion for XAFS
(Ref. 1) is then obtained by iterating the Dyson equa-
tion G = G + G TG in terms of &ee propagators,
G = 1/(E —Ho+i'll), and scattering t matrices, and solv-
ing exactly for the central atom G = 1/(E —II, + ill) =
G +G t0G ie.,

G=G+) GtG+ ) GtG'tG+ . .
i+0

-Gr

The first term represents the background and the follow-
ing path amplitudes Gr are the contributions &om SS,
double scattering, . . ., representing all MS paths I. In
this expression every term begins and ends with G, no
site is repeated twice in a row, and only the first and last t
matrices exclude the origin. In this work we use a semirel-
ativistic calculation of the partial-wave phase-shifts b~

that appear in the t matrixes, tx = exp(ibx) sin(bx).
In the semirelativistic treatment, all relativistic effects
within the atomic sphere are included, except for spin-
orbit terms. The end result looks like a nonrelativis-
tic treatment of scattering in that the matrices G and
G have the normal angular momentum and site basis
~LR) = i jx(kryo. )YL, (rxx), where L = (l, m), rg, = r —R,
j~ is a spherical Bessel function, and Yp is a spherical
harmonic.

There are t;wo major computational bottlenecks in
computing G. The first lies in the matrix multiplica-
tions G tG .. For EXAFS, l = A: r q

—15 to
25, where k is the wave nuxnber (typically k „(20)
and r q 1 A. is the muffin-tin radius. This implies
propagator-matrix GL~ &,&, = (LR~G ~L'R') dimen-

sions NI x NL where N is the number of atoms in
the cluster and L = l „(2l „+1) = 450 —1200, a
size which generally limits exact methods to the near-
edge region and to low-order (e.g. , triple) scattering. i2

In carrying out the expansion, the central atom phase
shifts are factored out, using the identity (LO~G ~L'R) =
exp(ibx) (LO~G ~L'R), (R g 0). The second bottleneck is
the sum over all scattering paths. Because the number of
t;erms increases exponentially with distance, the calcula-
tions become impractical without some way to eliminate
most paths.

The computational bottleneck of large propagator
dimensions has been solved using the RA separable
propagators. In this method, the expression for G in
terms of &ee propagators is replaced by a product of ma-
trix scattering factors at each scattering site; these are
obtained by expanding the &ee propagators as GI 0 L,~ ——

[exp(ikR)/kB]ZgYL, g YL, g, where A (not to be confused
with the mean free path) denotes the RA expansion in-
dices (p, v). In practice the separable expansion con-
verges rapidly, as the generalized spherical harmonic ex-
pansion factors scale as YL, p (kB) ", leading to scat-
tering factors of dimension at most 6 x 6 at all relevant
energies. We have confirmed that the 6 x 6 matrices con-
verge the path amplitudes to a typical accuracy of 1'%%uo

over the range 0 ( k ( 20 A i, a figure usually sxnaller
than experimental precision in XAFS. Although errors
as large as 12'%%uo have sometimes been seen at very high
energies in convoluted paths with large scattering angles,
such "open" paths generally have negligible amplitudes.
Thus Fritzsche's criticism that the RA method can lose
accuracy at high energies does not appear to be a disad-
vantage in practice. Moreover, it is straightforward to
increase the matrix dimensions beyond 6 x 6 to increase
accuracy and still achieve significant eKciency compared
with ot;her methods.

The effects of polarization in XAFS have been dis-
cussed previously but they can naturally be included
within the RA formalism (Appendix 8). In our treat-
ment, the RA approach permits a separation between
the matrix element and the MS path scattering factors
applicable for all edges, and also includes general ellip-
tical polarization. Moreover, this treatment provides a
basis for further developments such as circular magnetic
dichroism and relativistic calculations including higher
multipole couplings. Such polarization effects are conve-
niently expressed in terms of a polarization tensor; for
general elliptical polarization,

~(E) = »(E) 1+) (e-)"p~-p(E) .
nP

(4)

Here p0 is independent of polarization, as the central
atom scattering potential is assumed to be spherically
symmetric, e is the (generally complex) x-ray polariza-
tion vector, and y~p ——Zry &

is the XAFS tensor, which
is obtained &om the MS expansion. Within the RA for-
malism, the tensor dependence only appears in a "termi-
nation matrix" M p at the absorption site (see Appendix
B), and one obtains for an n-leg path,

Z&(S»+ai+" S +2hi }
y p(p) = ImSO

P1P2. -.P~

x Tr M Fn —1 P2P 1&—2azP (5)

where the trace is over the indices A of the sepa-
rable approximation and the indices A, A' in E and
M,p are suppressed. 2i Here p; = p~R; —R;
p = /2(E —V q) is the photoelectron momentum, and

I"& &,
——g& t~YI. ~YI. g is a scattering matrix (the analog

of a scattering amplitude) at site i. Because the cou-
pling to the core hole only appears in the matrix M p,
it is fairly straightforward within the RA formalism to
add quadrupole and higher-order couplings or to adapt
the code to other spectroscopies. The polarization aver-
age XAFS (Ref. 21) is obtained by replacing M p with
M=K M /3.

Froxn Eq. (5) and Appendix B, each path I' yields a
contribution to the XAFS, which can be expressed in a
form analogous to the standard XAFS equation,
but which now includes all MS and curved-wave effects,
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yr(k) = ) „ If,~(k)l sin[2kR+ gF(k) + 2b, (k)]
r

—2' A: —2R /A(A) (6)

B. Path enumeration

Path enumeration and filtering is based on a construc-
tive algorithm that builds a list of all possible MS paths,
in order of total path length r~ q out to a given cutoff

Although this standard form does obscure the physics
of Eq. (5), it simplifies the comparison of MS path am-
plitudes in the path filters (Appendix A) and provides
a standard tabulation of XAFS data for each path sim-
ilar to that in terms of XAFS phases and amplitudes
introduced by Lee and Pendry. Here k is the momen-
tum of the photoelectron, f~& is the efFective scattering
amplitude for that path, 80 is an amplitude reduction
factor to account for intrinsic losses and interference,
P~(k) is the net scattering phase shift, b, (k) is the final-
state phase shift at the central (absorbing) atom, and
exp( —2k20x2, ) is the path DW factor. We have intro-
duced the effective path length, R = x'~ ~/2, for consis-
tency with the usual convention for SS XAFS and sim-
ilarly ax, ——((bR) ) is the mean-square variation in R.
The quantity A(k), historically called the mean free path,
refers to the decay of the photoelectron wave-function
amplitude and is roughly twice the decay length Al, of
electron beam intensities as measured by low-energy elec-
tron diffraction. Including the effect of the core-hole life-
time, 1/A = 2/AL, + 1/A . In our work these losses are
taken into account by the imaginary parts of the photo-
electron self-energy and the core-hole width, which give
rise to a complex momentum: 1/A = Imp. 22 The atomic
core-hole lifetimes used in FEFF are interpolated from
data in Keski-Rahkonen and Krause. Details of our
calculation of the background absorption pp(E) are dis-
cussed in a recent paper. Briefly, the formula for po is
the same as Eq. (1), but with final spinor states given
by the radial semirelativistic Dirac equation. The upper
component contains the embedded-atom wave functions
(1/r)Rp(r) Yx (x") calculated at energy E = (1/2)p . The
appropriately normalized radial wave functions Rp(r)
are then obtained by matching the regular solution of
the radial Dirac equation to the asymptotic behavior
Rp(r) = prj[x(pr) cosbi —nx(pr) sinbx], (x & R~q), where

j~ and n~ are spherical Bessel functions, b~ is the Ith par-
tial wave phase shift, and the final-state l values are fixed
by dipole selection rules. We have found that high nu-
merical precision is needed in this calculation, and. that
a somewhat smaller grid size than that normally used in
FEFF (hT'/'p = 0.05) is sometimes desirable at the highest
energies (E 1500 eV). The above matching procedure
is equivalent to a calculation of the Jost function I"x(E)
(apart from a constant factor), which guarantees final-
state normalization, as discussed by Holland et al. and
by Newton. In particular, Holland et al. showed that
the atoxnic cross section can be written as p p/II x I, where
p,o is a reduced matrix element, which varies smoothly
with energy.

2R „. Our algorithm uses a "heap" ' to order the
paths as construction takes place, and counts and elim-
inates degeneracies due to various symmetries using a
"hash" sort;45 these procedures are adapted from stan-
dard sorting algorithms. This procedure is in contrast
to other XAFS work, which typically enumerates paths
based on the order of scattering (i.e., SS, double scat-
tering, etc.). Below, we give an overview of the path
enumeration scheme; technical details are given in Ap-
pendix A.

The exponential proliferation of paths with increas-
ing path length is not surprising in that there are at
least Z ways to add another leg to any path, where
Z is the coordination number. Thus, there are of or-
der N(R) Z2+/+' paths with effective path length
R, where R~ is the near-neighbor distance. This rela-
tion was verified by enumerating all paths with R & 4Ri
for fcc, bcc, and diamond structures. As noted above,
we have found that the contribution of most MS paths
can be neglected. Since the scattering phase shift P(k)
varies widely from path to path, the contributions from
the numerous paths of small amplitude and the same
length add like random-phase noise. For N paths, all
with about the same amplitude ]gal, the total amplitude
is thus Iyl = lg&yrl Igrlv N. The net result is that
the uncounted paths contribute a small 8uctuating sig-
nal, which is usually negligible.

The plane-wave scattering amplitude f(P), where P is
the scattering angle, can be used to obtain a rough esti-
mate of the importance of a given path. This amplitude
is largest for forward scattering and has a smaller max-
imum for back scattering. In the plane-wave approxi-
mation (PWA), the MS path amplitude for a n-leg path
1S

Ix,' (p)l- cos(pp) f(p') e
p e ~~ s p

where P, is the scattering angle at site i,, i.e. , cos(P;) =
R' R'+i, and Pp = P . DW factors do not change the
order of magnitude of the path amplitudes and are ig-
nored. From Eq. (7), we see that the mean amplitude for
a n-leg path Iyl l

I
is given by

e—Rg /A

I
()I

I

f
I

z/
)

where f is an appropriate average of f(P) over scatter-
ing angles and the factor Z /' assumes random-phase
averaging. Thus, convergence is geometric in the typical
path-leg amplitude fe '/" /Ri The efFect o. f vibrations
and disorder also lixnits the range to R of order Rx/ok,
where o is the rms fluctuation in bond length. This is
due to the decoherence of the signal when the phase error
nko & m, where n 2R/Ri is the number of scatterers.
This effect especially aids convergence of high-order MS
paths. Comparing Ig I

of all the paths with R & 3Ri to
the first SS path amplitude Ig&xl

I
in Cu, we find that the

random-phase noise term from the neglected paths is only
about 0.4% of Ig~ l I, well below the typical experimental
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precision of a few percent.
We now brie8y describe the path filters introduced in

the code to remove negligible paths. Paths are elimi-
nated at four places in the calculation: (a) during path
construction; (b) after construction but before degener-
acy checks; (c) after the path list is complete using the
PWA estimate and degeneracy checks; and (d) after a full
curved-wave calculation on the surviving paths with full
degeneracy checks. Eliminating paths earlier improves
efFiciency, but the filters (a) and (b) can have large er-
rors and must be used conservatively. The last two filters
(c) and (d) are more accurate but require more compu-
tation. In practice, these last two filters C& and C,
alone are adequate to filter all paths through the third SS
distance. In the remainder of this paper, we will refer ex-
plicitly to Cp and C, [see Eq. (A3)j, which are defined
as the mean-path amplitudes, including degeneracies, ex-
pressed as a percentage of the first near-neighbor path
amplitude. In related work on polarization-dependent
XAFS calculations, i Binsted and Norman used impor-
tance filters based on peak amplitudes. However we have
found that the precise form of the filter is not important.
We have also found that this path-finder algorithm is ad-
equate for XAFS calculations in all materials we have
tested to within 15 eV of the absorption edge, and for
most of these even closer to the edge. In a few cases, par-
ticularly low-Z absorbers with small core-hole lifetimes,
more paths or more sophisticated path filters may be
needed to describe XANES accurately.

C. Potentials and Debye-Wailer factors

Our final-state scattering potential is calculated with
a generalization to clusters of the same method that was
used in our earlier code FEFF3) so we only brieHy
review the procedure here. The code first calculates the
potential for each &ee atom using a relativistic Dirac-
Fock-Slater atom code ~ with local von Barth —Hedin ex-
change, and then uses the Mattheiss prescription to
overlap the &ee atom charge densities and hence con-
struct spherical muKn-tin potentials. This approxima-
tion has been found to give a good approximation to
self-consistent potentials and is fully adequate at EX-
AFS energies. However, chemical efFects and muKn-
tin corrections may be important in the near-edge re-
gion. Muon-tin radii are determined automatically us-
ing the Norman prescription, and interstitial potentials
and densities are determined by averaging these quan-
tities outside the muon-tin spheres. The potential also
includes an energy-dependent self-energy, which is usu-
ally taken to be the local Hedin-I undqvist plasmon-pole
model plus a correction due to Quinn to account for
low-energy electron-hole losses. We use an analytical ex-
pression for the imaginary part and a fast polynomial
fit for the real part of the self-energy. This factor is
essential to describe the energy-dependent losses and en-

ergy shifts observed in experimental spectra. Our algo-
rithm builds in overall charge neutrality and has been
automated to the extent that the only inputs necessary
are the atomic numbers of the atoms in the cluster and

their positions. The semirelativistic phase shifts used
in our work are calculated using a method discussed by
Loucks for 0 & l & 24 over a A: range &om 0 to 20 A

Single-scattering XAFS DW factors have been calcu-
lated in several cases or can be be obtained from a
fit to the data, e.g. , Rom experiments done at several
temperatures. For MS, the problem is more difBcult due
to the displacement-displacement correlations between
sites, and thus each path has its own DW factor. For
simplicity, we neglect here the usually small curved. -wave
efFects5 on DW factors as well as angular and anhar-
monic efFects, which require higher-order cumulants.
Expanding the effective path length to linear order in the
Quctuation u; at site i, we obtain

Or2 = —) ((u, —u, ) R;; (u~ —u~ ) R,~ ),

where R;z ——R; —R~, i' = i + 1, j' = j+ 1. In our work
the displacement-displacement correlation functions are
approximated using an isotropic Debye model:

&in jcx ).coth(P~i, /2)
gM, M, N

3kT 81n Q)x
dm y coth(ioy/2)

M M~ 0 x

(10)

III. COMPARISON WITH FULL MS THEORY

In this section, we compare the results of our approach
to a broadened band-structure calculation for Cu. Inde-
pendent comparisons with other full MS methods have
been made by Dagg et a/. The band-structure results
were obtained using the linear augmented plane wave
(LAPW) method over an energy range from threshold
to 15 Ry (0 & k & 7 A. i).i4 i~ To avoid ambiguity, our
calculations used exactly the same self-consistent-field re-
sults (SCF) potentials and scattering phase shifts. Sub-
sequently, the raw band-structure results were Lorentzian
broadened to simulate inelastic losses and monochroma-
tor resolution; our MS results were broadened equiva-
lently, by adding a constant imaginary part of 4 eV (half-
width) to the potential. This value corresponds to that
for the observed A in Cu over the energy range being
studied. The band-structure technique cannot include
the effect of the core hole on the absorbing atom's po-
tential without the use of a super cell, nor can correlated

where 2: = kDR;~, y = Ruri/kT = Hrp/T, m is a dimen-
sionless frequency variable, OD is the Debye temperature,
kLi = (6vr N/V), N/V is the inverse of the average vol-
ume per atom (obtained in terms of the calculated Nor-
man radii), and M; and Mz are the atomic masses at
sites i and j in amu. The integrations are performed us-
ing a modified Romberg-Simpson algorithm. This corre-
lated Debye model turns out to be quite good for linear
paths (typically the most important ones) in homoge-
neous materials. However, this method ignores angular
correlations that may be important in some systems.



523000 ZABINSKY, REHR, ANKUDINOV, ALBERS, AND ELLER

0.8—

0.6—

0.4—

0.2—

-0.2—

-0.4
1

t I

4 5
k (A-')

DW factors be included properly. Although these efI'ects
are important in the comparison of theory and experi-
ment, they can be ignored for the purpose of testing t e
convergence of the MS expansion.

For convergence, eth MS calculation must consider a l
paths th B(B A, where the mean A is of order
12 A. . Thus, the 31st shell in Cu at 12.78 A is a conveiuen

FIG. 1. Band structure (BS) and FEFF MS calculations of
Cu XAFS including paths up to the 31st shell (see text); the
labels indicate the curved-wave 6lter values C, in 'Fo.

we ex ectupper limit. From the relation N Z, we exp
about 6x10i paths with a typical cubic degeneracy o

b t 1.2x10 unique paths. We began t e ca-
434 546culation with 8874 unique paths representing all 43

distinct paths with B ( 8.47 A. , the distance to the 12th
shell. Although time consuming, this calculation can e

the XAFS spectrum &om various subsets of paths can e
d the total. The rms error in the broadenedcompare to e o a .

LAPW Cu band-structure calculation is eb, —— . an
is due primarily to the differences in the linearized phase
h'ft d basis sets used in the various energy pane s.

This corresponds to a t, filter of about 6% yie ing
only 30 paths. Tightening this filter to 3% increases t e
number of paths that must be retained to 60, and de-
creases the estimated rms error in the calculation &om
0.0153 to 0.0139.

K th t the final curved-wave filter can safelynowing a
4%%u' our MS calculation was extendedbe set to, 0, our

to the 31st shell distance and all four path filters were
used. After studying the convergence as the final filter

and C were setparammeters were varied, the va ues pw
at onlto 4% and 1.25%, respectively, with the result tha on y

56 pat s ough thr h the 31st shell distance were retaine
Several checks were made using a more conservative set
of filters and 9684 trial paths, but all yielded the same

MS aths in Cu (Ri ——2.56 A.) through shell 6. Here RTABLE I. The 24 most important MS paths in u
h C is the importance in percent of each pat re a ive o eis the effective path length; is

d (R f 1) where leg lengths areSS ath the path labels follow the notation oation of Lee and Pen ry e . , w
l th A "2" thei hbor distances; i.e., "1"denotes a nearest-neighbor path with eng

N ' th b r of e uivalent paths n indicatesce R etc. The degeneracy Nz is t e num er og
g o p; p yp

with only forward-scattering events except for one back-scattering, an inear co
with more than one back-scattering event.

Path
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

R
2.56
3.61
3.83
4.36
4.43
4.77
4.77
5.11
5.11
5.11
5.11
5.11
5.11
5.30
5.30
5.71
5.72
5.94
5.94
6.05
6.05
6.05
6.05
6.26

C
100.00
20.23
12.28
8.96

44.77
13.47
6.99
14.32
32.63
7.17
4.04
24.16
8.74
4.02
4.55
6.15
19.93
4.83
5.31
4.83
6.36
7.70
6.02
4.89

Label
11
22
111
211
33
311
131
44
411
141
1111
1111
1111
321
312
313
55

512
251
431
413
3111
1311
66

Nz
12
6

48
48
24
96
48
12
24
12
48
12
12
48
48
48
24
48
48
96
96
96
96
8

2
2
3
3
2
3
3
2
3
3
4
4
4
3
3
3
2
3
3
3

4
4
2

!Type
SS, 6rst shell
SS, second shell
triangular
triangular
SS, third shell
triangular
triangular
SS, fourth shell
focusing
linear
dogleg
focusing
linear
triangular
triangular
triangular
SS, fifth shell
triangular
triangular
triangular
triangular
partly focusing
partly focusing
SS, sixth shell
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paths. In particular, there were no paths with B greater
than the 23rd shell distance R = 11.11 A. confirming that
B was chosen large enough. Fig. 1 compares our MS
calculations to the middle panel Cu band-structure re-
sult as the 6lter C, is varied to illustrate convergence.
Note that the features in the band-structure calculation
are correctly modeled in amplitude, shape, and. in lo-
cation in k. The discrepancies that do exist are likely
dominated by the limited (3.8%) accuracy of the band-
structure calculation as noted above.

It is interesting to examine these 56 paths to find out
which factors make a path important. A representa-
tive list of the 24 most important paths out to the sixth
shell distance 6.26 A. is given in Table I, and a summary
of the important paths, classified according to type, is
given in Table II. The importance of SS and focusing
paths is confirmed. Surprisingly, we have found that tri-
angular paths can be nearly as important as focusing
paths. The longest of the 56 paths is the SS contribu-
tion &om the 22nd and 23rd shells and has degeneracy of
72. The longest MS path with signi6cant amplitude has
R = 10.22 A. ; it is a seven-legged linear path with five
forward scat terings to an atom in the 17th shell, a de-
generacy of 24, and an amplitude about four times that
&om SS &om the 17th shell. The longest nonlinear path
is a triangle with exterior angles of 175, 20 and 165
(almost forward scattering). For this path, R = 9.9 A.

and C, = 8.0%. The longest open triangular path has
R = 6.9 A. and C, = 9.5%.

On the basis of this path study, we find that (1) the
mean &ee path A (about 12 A. at k = 7 A. i) is an approx-
imate upper limit to the maximum effective path length
R that must be considered; (2) the order of the scat-
tering is not a good measure of importance. Some six-
and seven-legged paths have significant amplitude and
some SS paths do not; (3) as expected &om the shape of
f(P), forward-scattering events ainplify the XAFS and
are usually important. Many other "linear" or "focusing"
paths also have significant amplitude. Back-scattering
events do not amplify, but they have larger scattering
amplitudes than those at intermediate angles. Also, some
linear paths with several back-scattering events are im-
portant. The dominance of forward scattering in the

N
15
15
17
2
4
2
1

1159

&Ix.'-I ('%%ua)

46.19
24.23
20.67
2.28
4.40
1.48
.73

9.50

Type
SS
focusing
triangular
linear triangular
other linear
dogleg
quadrilateral
all others

TABLE II. Cu path analysis: The 56 paths are sorted by
type. A total importance Z~y,

~

is defined as the sum of
the mean amplitudes ~y, ~

in each category, normalized to
100% and expressed in /0. The line "all other paths" is the
amplitude difFerence between the 56 path and a 1215 path
calculation. The notation is the same as in Table I.

fourth shell of Cu is confirmed; (4) many triangular paths
are important. For example, the first triangular path (an
equilateral triangle with leg length Ri) is essential for an
accurate calculation of the second shell. This result is
particularly important in close-packed materials.

These findings suggest a "minimal MS" hypothesis of
path importance, namely, that predominantly SS, focus-
ing (i.e., linear and near-linear), and triangular paths are
important for XAFS calculations. This hypothesis is con-
sistent with the MS results of I ee and Pendry up to the
6fth shell in Cu, which suggested that except for shad-
owing paths, the eKect of MS is generally smaller than
SS. The hypothesis is an extension in that it stresses
the more general importance of triangular paths at much
longer distances in converged calculations. With this hy-
pothesis, only five of the paths in Table II are left out,
and the structure of the XAFS is essentially unchanged
within the tolerance set by the path filters. If more gen-
erally valid, especially near the edge, this hypothesis can
greatly simplify MS XAFS calculations and their inter-
pretation. A more general hypothesis is desirable, but
we have occasionally encountered important paths that
appear hard to predict.

We have also found that the main features of the XAFS
and XANES spectrum of Cu in A: space can be given
a path interpretation. That is, like shape resonances,
such features are largely the result of interference be-
tween several paths. The splitting in the double peak at
k = 2.5 A. i is caused by two paths, SS &om the third
and seventh shells at 4.43 A and 6.76 A. , respectively,
due to a path-length "resonance" in R (Rs = 2 x 2.2 and
Rq = 3 x 2.2 A.) that leads to constructive interference.
The peaks at 3.7 and 5 A i are due primarily to the con-
tributions &om SS paths &om the 6rst and third shells,
at 2.556 and 4.427 A, respectively. This is also due to
interference &om the effective path lengths B~ —1 x 2.5
and Rs = 2 x 2.5 A. The peculiar slowly rising edge just
above threshold k = 0 can be regarded as a "blackline. "
The feature is actually a very large and negative XAFS
amplitude due to constructive interference of SS paths
R~ and B3, and results in a large decrease in intensity—just the opposite of that in a "whiteline. " The fine
wiggles in the spectrum near k = 4.3 A. i are caused by
three paths of comparable amplitudes at R = 7.67 A. ,
the distance to the ninth and tenth shells. One of these
paths is SS with degeneracy 36 and the other two are
5 leg forward-scattering paths with degeneracy 24. This
result will be used in the comparison with experiment
in Sec. IVA to demonstrate that the calculated mean
&ee path is too short near Ic = 4 A. i; i.e. , that our
self-energy calculation has too much loss at intermediate
energies. It also shows that MS signals at least through
the tenth shell are clearly evident in experiment.

IV. COMPARISON WITH EXPERIMENT

The theoretical study of the previous section gives
confidence that the MS path expansion can converge
with a few dozen paths, which can be enumerated ef-
6ciently. Now we compare such calculations with exper-
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iment in Cu, Cd, and Pt. These materials were cho-
sen because they are well characterized and all exhibit
strong MS effects; thus, they are nontrivial cases for test-
ing convergence of the MS expansion. In our prelimi-
nary treatment we also discussed high-order MS calcu-
lations of the o* shape resonances for N2 and 02. We
showed that such continuum shape resonances are de-
scribed quantitatively w'ith about a dozen repeated back
scatterings of the photoelectron, and we also gave a gen-
eralization of the "Natoli rule" relating bond lengths
with shape-resonance location.

A. fee Cu

8 )

Exp---
FEFF

-10
2 8 30 12

k(A ')
14 16 18

Cu metal has been a traditional test case for XAFS
theory. 2 Here we compare our results to a recent ex-
perimental study with data taken at 10 K on a carefully
annealed sample. The background subtraction was car-
ried out using the semiautomated background removal
code AUTQBK, with an energy-dependent background
po(E) and some hand-fitting near the edge. To avoid over
emphasizing the low-energy end of the spectrum, the y
data are weighted by k . The calculation was done with a
fixed 10-K lattice constant a = 3.6032 A and included all

important paths through the 23rd shell (R = 11.11 A.).
Filtering with a cutoff C, = 4% yielded 105 paths. The
correlated Debye model was used for D%' factors, with
Debye temperature OD ——315 K. The only free parameters
in the fit are the amplitude reduction factor So:0 912
and an energy zero shift Eo ——5.1 eV. Note that the 6t to
the data is extremely good over the entire k range, and
also up to about 8 A in R space (Fig. 2). Except for the
parameters So and Eo, this is the result of a completely
automated O,b initio calculation.

As the main application of the XAFS technique in-
volves relatively short paths, a Fourier transformation to
position space y(R) = ET[k2y(k)] can be used to isolate
various contributions. Note that the peaks in y(R) are
broadened and shifted to smaller B. This effect is due
primarily to the net scattering phase shift P in the XAFS
equation [see Eq. (6)] &om the product of scattering am-
plitudes: MS paths are generally shifted more than SS,
the shift typically being 0.3 A. —0.4 A per scatterer. Thus,
to match the experiment through some distance B
MS paths with R greater than R „, typically by 1 A. —
2 A. , must be considered. This also suggests that the use
of phase-corrected XAFS Fourier transforms, i.e., phase
shifted with theoretical phase factors exp[ —i(28, + P( ))],
will yield much sharper peaks close to the correct SS dis-
tances that are superposed on a background of broad MS
contributions.

As an example of interference between successive shells
in the Fourier transform, consider the second shell in Cu
(Fig. 3). In addition to SS paths and some leakage from
the third shell, we have found that the 6rst two triangular
paths, the 111equilateral triangle [the notation used here
is described in Table I] and the 121 right triangle, are
particularly important. Note that the Fourier transform
(FT) of the ill triangle path peaks at a smaller distance
than that from the second SS path, even though the 111
path length is longer.

Since XAFS is often used as a distance probe, the error
Ar in the near-neighbor distance estimate is of particular

10

(b) 3
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FIG. 2. Cu k y(k) XAFS from experiment at 10 K and
from FEFF calculations using 105 paths through the 23rd shell
(R = 11.11 A.), C, = 4'%%uo, So ——0.912, an Eo shift of 5.1 ev,
and correlated Debye model DW factors (a) (upper panel) in
k space, and (b) (lower panel) the Fourier transform of k y
over the range 2 & k & 18 to B space, with Banning windows
of width 3 A

2.6 2.8 3.2 3.4 3.6
R (A)

3.8 4 4.2

FIG. 3. Cu second sheB XAFS Fourier transform over the
range 2 & k & 18 to R space, showing contributions from
various paths (see text). (a) SS from second shell, R = 3.60 A;
(b) ill triangle R = 3.82. (c) 121 right triangle, R = 4.35;
(d) SS from third shell, R = 4.41; (e) SS from first shell,
B = 2.55.
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importance. The need for a new analysis for Cu was mo-
tivated by the large error Ar = 0.018 A reported in our
previous study, ' in contrast to errors in Pt and GeCl4
only a tenth as big. The fitting was done using a re-
cently developed B-space XAFS analysis code FEFFIT,
an implementation of the Levenberg-Marquardt nonlin-
ear least squares algorithxn, which uses MS amplitudes
and phases &om FEFF. The data were fit through the
fourth shell using the 12 most important paths, vary-
ing the lattice constant a, Eo, and So, and either using
the correlated Debye model or fitting the DW factors in-
dependently. All fits were done with k between 2 and
18 A. ~, k~ weighting, and Hanning windows of width
3 A. . The results of the two fits were the same within
the statistical uncertainty of the fitting procedure, and
gave So ——0.93, Eo ——5.2 eV, and an error in the lattice
constant Ar ( 0.001 A. , thereby completely resolving
the previous discrepancy. We have ignored small anhar-
monicity corrections at these temperatures, which for Cu
can give errors of about this order of xnagnitude.

The correlated Debye model can also be tested with
this data, though not with the accuracy of temperature-
dependent measurements. There are approximately
N;„g = (2/vr)Akb, r = 32 independent parameters in the
experimental k range and a range in R of a few A. , enough
to fit o~ for the 12 most important paths through the
fourth shell. Fits through the second shell (R = 3.60 A)
and through the fourth shell (R = 5.11 A.) were done
with the result that the calculated SS and linear path
DW factors differ &om the fit values by between 5 and
15%, including a McMaster correction of 0.0003 Az. z4

However, the calculated DW factor for the 111 triangle
0 = 0.0035 A.z, is in error by about 85'%%u&& with respect to
the fit value of 0.0065 A~. We do not yet understand this
large discrepancy; it may be due to the neglect of angu-
lar correlations, residual disorder, or simply numerical
interference with other important SS and MS paths at
this distance.

An energy-dependent photoelectron self-energy has
been found to be essential for accurate SS XAFS
calculations, ~ as clearly seen in the overall XAFS

I

Exp' t

-10

8 10
k(A ') 12 14 16

FIG. 4. First shell XAFS phase shifts 2b + P from the
Hedin-Lundqvist (long dashes) and Dirac-Hara (short-dashes)
self-energies, and from Fourier-filtered and back-transformed
10 K Cu experiment (long dashes).

phase. This quantity is the phase of the back transform,
which is determined by Fourier filtering the first SS shell.
The term 2kB~ was subtracted &om the total phase of
the back transformed y, leaving only the total scattering
phase shift P(k) + 2b (k) (Fig. 4.) Note that the exper-
imental phase falls between the Hedin-Lundqvist (HL)
and Dirac-Hara (DH) self-energy models, suggesting the
inadequacy of both. For XAFS analysis, the discrep-
ancy between either model and the data can be nearly
eliminated by an Eo shift of a few eV. However, the HL
model gives somewhat more accurate results to about 2
eV closer to the edge than the DH model.

The second important physical quantity obtained &om
the self-energy is the XAFS mean-&ee path A. Although
comparisons with calculations done by Penn show that
the HL model is reasonably accurate at high energies, the
model appears to give too much loss at low energies. Con-
sider the small high-frequency wiggles near k = 4.3 A
(Fig. 2). As indicated in Sec. III, this feature is caused
by several paths at the combined ninth and tenth shell
distance R 7.64 A. . With our HL A, however, these fea-
tures are almost completely washed out. Increasing the
mean &ee path using a 2-eV reduction in the imaginary
part of the self-energy is enough to bring back the contri-
bution &om these paths. A possible source of the error is
the free-electron treatment of core-electron contributions
to the HL model. Our calculations also indicate that the
HL model is accurate beyond the near-neighbor distance,
a region untested in our previous study.

B. Polarized hcp Cd XAFS

Extending the FEFF code to include general elliptical
polarization using the RA formalism has now made it
possible to carry polarized MS XAFS calculations to con-
vergence in arbitrary materials. Our treatment of polar-
ization [Appendix Bj differs from other approaches4~ in
that the curved-wave polarization tensor is lumped into
a single matrix factor for all absorption shells. Also, our
approach enumerates and takes advantage of the symme-
tries implied by the polarization dependence.

As an example of polarization-dependent XAFS, we
have calculated the spectra for e along the a and c axes
of hcp Cd. The calculations used 178 paths out to B =
8.0 A. The XAFS signal differs between a and c polar-
izations because the near-neighbor bond lengths in the
distorted hcp structure differ by 0.28 A.. The calculated
result for a-axis polarization using a Debye temperature
fit to 170 K, is compared to the experimental data of
Tyliszczak et al.so s~ in Fig. 5(a). The experimental data
were derived &om Cd K shell XAFS recorded in transmis-
sion at 11 K from a thin single crystal. Overall the agree-
ment between calculation and experiment is satisfactory,
though usually less so than for polarization average mea-
surements. The discrepancies are believed to be due to
sample distortion and possibly some misalignment, both
factors leading to a xnixture of polarizations and hence
interference between XAFS signals &oxn slightly different
lattice constants. Since alignment of e

~~
the c axis ac-

tually samples both the shorter in-plane Cd-Cd distance
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FIG. 5. (a) (upper panel) Cd XAFS signal g(k) for o-axis
ent st 11 K dashes) and from FEFF

calculations (solid) using 178 paths with B (8, Ss =
and corre ate e ye1 t d Debye model DW factors; (b) (lower panel
comparison e ween eob t theoretical calculations of Cd y( )
for a-axis iso i j an c-( 1'd) d c-axis (dashes) polarization.

and the longer out of plane Cd-Cd d'distance, the e
~~

c-
ar " than e ~~ a-axis data.axis data will always be less sharp

s of these differences are shown inTheoretical calculations 0 es in
Fi . G~b&. Because of these effects, polarize
perimeneriments are more i cud ffi lt than polarization-averaged

urate but have the advantageexperiments and less accurate, u ave
of roviding imporrtant orientational in ormation.p

-d endent calculations using FEFF6~ ~ditional polarization-repen en
have been carried out for surface systems.

C. fee Pt XAF8 and XANES

Pt is another important test case ddue to its complex

nal. e ave s own
h'fts used in FEFF give an excellent p

'descri tion of thes 1 s use
SS XAFS. Here we present theoreticaical MS calculations
both of the XAFS and XANES.

Figure 6 shows the polarization-averaged XAFS spec-
rum both as calculated and measured experimentally.

lected for a Pt foi at1 80 K. The background subtraction
Due to the whiteline in Pt, thewas done using AUTOBK. ue o

out k =am litude of the background below abou
d XA.FS data below 3.5 A. i wereis not well define, so

to avoid over-not used and the data were weighted by Ic to avoi over-

0.05

0
0 3 4 5 6 7 8.(A)

Pt k &k) XAFS from experiment at 80 K and from
FEFF calculations using 85 paths throug e

eV andC = 4%%uo, So = 0.84, an Es shift of 6.3 e, sn
corre a e e ye1 t d Debye model DW factors. (a) upp

Ibgll anel) the Fourier transform om of k overspace and b ower pane
windowsthe range 3.5 & . ok & 15.6 to R space, with Banning win ows

of width 3 A.

er s ectrum. The calculationemphasizing the low-energy spec rum.
was carried out through the 12th shell (R = 9.1

with C, = 4% yielded 85 paths. The cor-
related Debye model was used for t e

e 0 =230 K. The only &ee pa-with Debye temperature OD —— . e
ere S = 0.84 and LEo ——6. erameters in the fit were

t to a = 3.9162.and the trial 80-K lattice constant was set to a =
The calculation an e a ae d th data are found to agree within
a few percent over t e en ireh t k range and through about
B = 6 in r space ig.R = A

'
IF 6). The statistical error in the

an 0.001 A, determined by fitslattice constant is less t an . , e
h first shell only and by fitting through the our

to var . The corre-
ted and the theoreticallated Debye model was again tested, an e

= 0.0019 A. agreed with the fit to within 20 0.
The fit for the second SS shell o = 0.0023 g

f 12%%u much sinaller than the correspondingcrepancy o 0, muc
discrepancy found for Cu.

fPt metal also provides an importaortant test case or
XANES calculations. The XANES spectrum is inter-

ce it features a strong whitelinesting, since i e
&om the relation&~Fi . 7, . This spectrum is obtaine &om

~~+y„h th background absorption and1+y, where po is e acIJ=PO +X ~

d XAFS. Note that the theo-+ isis the polarization average
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FIG. 7. Norxnalized Pt XANES p froxn experiment (solid)
and from FEFF (long dashes) with the same paraxneters as in
Fig. 6. The theoretical background absorption function p, o

from FEFF is also shown (short dashes).

V. CONCLUSIONS

We have shown that high-order MS XAFS and XANES
calculations to full MS accuracy can be achieved for sev-
eral closed-packed materials with large MS effects. For
these cases and many others, the MS expansion con-
verges to within typical experimental precision of a few

retical XANES structure is in reasonable agreement with
experiment. In particular the whiteline is adequately re-
produced by the theory. Moreover, the theory correctly
accounts for all the peaks in the experimental spectrum,
except for slight errors in peak locations and amplitudes.
We believe the discrepancy at low energies is largely due
to the inadequacy both of our self-energy model and the
calculation of the atomic background. The discrepancy
just at threshold indicates that the approximation of the
edge by a simple arctangent function is not adequate
when the edge is dominated by a whiteline. Strikingly,
we have found that the presence of a full corehole is a
crucial ingredient in the calculations. A comparison of
po calculated with and without a corehole shows that
the initial-state con6guration gives much too strong a
whiteline. This result lends support to the final-state
rule and suggests that band-structure calculations that
ignore the core hole are inadequate to describe whitelines
quantitatively. The nonmonotonic behavior in po(E)
beyond the whiteline also illustrates the importance of
atomic XAFS. Though we cannot distinguish multielec-
tron excitations &om such atomic effects, multielectron
effects in the experiment cannot be signi6cantly larger in
magnitude than the background variation effect observed
here. In these calculations, the Fermi energy was 2 eV too
high, and an additional 2 eV was added to the estimate
of core-hole lifetime of 4.8 eV to account for instrumen-
tal resolution. The experimental I pIj threshold energy of
11564 eV indicates that the absolute energy scale based
on a relativistic atomic total energy calculation (and ig-
noring extra-atomic relaxation), which gives a threshold
at 11542 eV, is off by about 20 eV.

percent with of order 100 paths. The algorithm has been
implemented in an automated code FEFF, which makes
possible XAFS studies going well beyond the first coor-
dination shell. The increase in range also permits a test
of models of the photoelectron self-energy, MS DW fac-
tors, and features of the theory. Thus, while problems
still exist at and below the edge, we feel the problem
of calculating MS in continuum XAFS can be generally
regarded as solved, apart &om the effects of disorder.

The XAFS lore concerning MS has been critically
addressed. The typical value of the XAFS mean &ee
path is found to give an effective maximum path length.
Although the importance of forward scattering is con-
6rmed, triangular paths can also be "important. " The
order of the scattering is not necessarily signi6cant; high-
order MS paths are usually important only when paths
contain focusing scatterers. These observations have
led to a "minimal MS hypothesis" of MS path impor-
tance, namely, that the most important paths are single-
scattering, focusing, linear (or nearly so), and triangular.
Almost all other paths can be neglected. This conclu-
sion is only apparently in contrast to an earlier assess-
ment of MS path importance based on weaker impor-
tance criteria. We have also found that MS DW factors
play an important role in converging the MS expansion,
and that full MS calculations that ignore correlated DW
factors can overestimate the XAFS.

The theoretical XAFS agrees well with experiment,
even beyond the first shell, showing that the physical pa-
rameters used in FEFF are accurate enough to define theo-
retical standards for MS XAFS analysis. Distance errors
in the materials tested are of order of a few 0.001 A,
comparable to errors in x-ray diffraction studies. The
agreement in the XANES region is less satisfactory; al-
though the structure is qualitatively correct, discrepan-
cies in peak positions and heights are evident, indicating
the need to improve the calculations.

A broadened one-electron theory is found to give a
good description of experiment in the materials studied
here. Multielectron effects and other many-body effects
are either small, or can be lumped into phenomenologi-
cal broadening factors. The overlapping atom potentials
and the spherical mufBn-tin approximation appear to be
adequate for EXAFS calculations, but may require im-
provements near the edge. The Hedin-Lundqvist pho-
toelectron self-energy calculation is generally adequate
for XAFS use, as shown both by phase studies and by
the small errors in determinations of the lattice constant.
However, the mean &ee path based on this model is too
short in Cu at low energy; part of the difEculty may be
due to the overestimate of the &ee-electron charge den-
sities. The correlated Debye model works well for SS
paths, but may give substantial errors for MS paths.

Presently, there are two parameters remaining in the
theory, assuming the DW factors are known approxi-
mately, e.g. , &om thermal measurements. The uncer-
tainty in the Fermi energy which determines the thresh-
old wave vector k = 0 is found to be within a few eV; the
value of the threshold energy Eo is usually within a few
tens of eV on an absolute energy scale. The other param-
eter is the amplitude reduction factor So, which is uncer-
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tain to about + 20%; attempts to calculate this quan-
tity are in progress. We regard the MS DW factors, the
self-energy near threshold, the calculation of the atomic
background absorption pq, and the magnitude and en-
ergy dependence of the many-body amplitude factor So,
as the biggest remaining uncertainties.
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APPENDIX A: PATH ENUMERATION
AND FILTERING

The path enumeration and filtering algorithm intro-
duced here constructs MS paths with total path length
less than 2B „ in an arbitrary (aperiodic) cluster. The
paths so constructed are examined at various points in
the process and only those necessary for convergence are
kept. We begin with a list of atomic coordinates of all N t
atoms in a cluster and a specified central atom. A scatter-
ing path is defined by a sequence of indices (OijkO), where
this notation means that the scattering path begins at the
absorbing atom 0, and the photoelectron scatters succes-
sively &om atoms labeled i, j, and k, before returning to
the central atom 0. We define r(jkO) to be the distance
along the path &om atom j to atom k and then to the
absorbing atom 0. Given some path (0 . .jkO), we will
want to make two modi6cations. The first is to make the
shortest possible extension path of the form (0 . . jk/0),
obtained by adding a new atom / to the end of the ex-
isting path. The second is to make a new path of the
form (0 . .jk'0) with r(OijkO) & r(Oijk'0) by replacing
the last scattering atom. When constructing a path of
this second type, the last scattering atom will be chosen
so that the entire path is at least as long as the original
path and it is the atom that causes the least increase in
the total path. Observe that these two path operators,
extension and alteration, always yield paths that are at
least as long as the given path. Using a neighbor table of
r(jkO) sorted by distance for all atoms j, k in the prob-
lem, we can always make these two modi6cations. This
table requires N sorts of N items. We use a heap sort.
A heap is a partially ordered data structure with the
property that the smallest element in the collection can
be accessed instantly and adding or removing an item to
a collection of size M takes O(log2 M) operations. 45' s

Thus, the sort requires O(N log2 N) steps, and hence the
construction of the table takes O(1V log2 N) steps. For
typical problems with at most a few hundred atoms, this

sort algorithm takes only a few CPU seconds on a Sun
SPARC Station.

Starting with the shortest path in the problem (SS
from the nearest neighbor), we extend the path in the
two ways described above and put both new paths ("chil-
dren" of the original or "parent" path) into a heap. Here
we follow the nomenclature of standard computer science
sorting algorithms applied to the path tree. For exam-
ple, the terms parent and children refer to a given path
and its descendents, respectively, in analogy with the en-
tries in a family tree. We then remove the shortest path
&om the heap, write it to output, create its two chil-
dren using the above two modi6cations, and again put
the children into the heap. Again, the shortest path in
the heap is removed, the two children created and added
to the heap, and so on.

This algorithm will generate every path exactly once
in order of increasing path length. Note that each path
has a unique parent. Consider path (OijkO). It started as
(OijO) with an atom added to the end, becoming (Oij/0)
Because the neighbor table described above was con-
structed at the beginning of the problem, the order in
which the last atom is replaced is determined, and so our
path (OijkO) is constructed from (Oij/0), where (j/0) is
immediately before (jkO) in the ordered neighbor table.
Furthermore, every path will eventually be generated by
this process, since any path (Oij . nO) does have a con-
struction path, beginning with the null path (00). This
demonstrates that every possible path will be constructed
exactly once. Finally, because no child is shorter than its
parent path, and because paths are removed &om the
heap in order of increasing path length, the paths are
enunerated in order of increasing path length. Note that
when the length of the path at the top of the heap is
B, all paths with path length ( B will have been con-
structed, but that additional paths of length exactly B
may not yet have been found.

Paths of the form (OiOj0) are a complication that can
be handled by adding the absorbing atom to the list of
scattering atoms and to the neighbor table. In the pro-
cess of building paths, paths of the form (Oi00) will be
made and added to the heap, but will pop oK the heap
as soon as they are formed, since they add zero length
to the current path. The path (Oi00) is not physical and
must be discarded at output, but its two children (OijO)
and (OiOkO) include the necessary path and must be con-
sidered.

Path 6ltering to remove negligible paths is done at sev-
eral stages. The first place to 61ter paths occurs during
construction —if it is possible to eliminate paths here,
entire branches of paths can be eliminated. Unfortu-
nately, forward-scattering events amplify the importance
of a path, so even if a path's contribution is small, it may
increase as more atoms are added. If some B is cho-
sen, any paths with B & B „can be safely ehminated
at this point. This also avoids the potential diKculty
caused. by adding two paths to the heap for every path
we keep, increasing memory use linearly with the number
of paths. With this B „6lter in place, the heap is al-
ways empty at the end of the process. To implement the
heap 61ter, Ch ~, consider a path with n legs. Since the
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first N —2 scatterers and legs do not change as the path
is modified, this filter must pass all paths with three or
fewer legs, and only the scatterers, leg lengths, and scat-
tering angles that will not change can be used. The PWA
amplitude for path I' is

l
~heap

Pn —2 ."" Pii=i
(A1)

with n, f, p, etc. , defined as in Eq. (7), and the filter
Cheap is obtained by averaging this quantity over four
energy points and then normalizing to that for the first
SS shell, Ch, p

——g„, /g„,
If, due to symmetry, two paths have the same scatter-

ing angles and the same type of scattering atoms, the
contributions to the XAF8 &om these paths must be
the same. Such paths are called degenerate. A second
situation in which the contribution &om two paths will
be the same is path reversal (analogous to time-reversal
syinmetry), that is, the contributions from paths (OijkO)
and (OkjiO) to the XAFS will be the same. The savings
&om removing time-reversal degeneracies is a factor of 2,
and that from removing other degeneracies can be much
larger.

The second place to filter paths is as paths are removed
&om the heap, before degeneracies are eliminated. Since
degeneracies can be as large as 196 in fcc materials, this
filter Ck p must be used conservatively. The mean am-
plitude is

—F
+keep

P-
"

f(P') dk
Ak p cos(Pp);. - - p,i=1

(A2)

where the integral is estimated by a sum over a few energy
points and Ck p is defined by normalizing this factor

relative to that for the first SS path, Ck„~ = g~ /g~
-r -(i)

Degeneracy elimination is a sorting problem; since the
path enumeration algorithm returns paths already sorted
by path length, we check degeneracies for each set of
paths with the same total path length by forming for
each path a unique eight-byte number termed a "hash
key" and using a heap sort ' on these hash keys.
Thus, if two paths are degenerate, they will have the
same hash key. This allows us to count degeneracies at
a rate proportional to Nlog2 N, where N is the num-
ber of paths with a particular total path length. Cluster
symmetries can also reduce the number of paths found
during path enumeration. Our code optionally allows the
user to specify symmetries by designating some atoms as
not-allowed for the first atom in a path, and defining a
d.egeneracy factor for the remaining atoms that are al-
lowed to be first atoms in a path. For fcc and bcc mate-
rials, this simple algorithm can lead to time savings in the
path enumeration step of order the coordination number
of each shell, thus permitting calculations to very large
distances. The path amplitude is invariant under all of
the following symmetry operations. (1) Polarization av-
erage case: rotations about any axis and reQections in
any plane containing central atom (Os group); (2) lin-
ear polarization: rotations only around axis parallel to

kmax

ly (k)ldk,
0

(A3)

where the integral is approximated over nine evenly
spaced k points, and yr (k) is the full curved-wave calcu-
lation for path I', including degeneracy, mean &ee path,
etc. The curved-wave filter C, = gr /gp is normalized
by the value at the first-neighbor distance and expressed
as a %. This filter does not save any computation time
in path enumeration, but by eliminating the remaining
unimportant paths, it greatly simplifies the analysis, and
it provides a quick estimate of actual path importance.

APPENDIX. B: POLARIZATION DEPENDENCE

In this appendix we discuss how general elliptical po-
larization dependence in XAFS within the dipole ap-
proximation can be calculated for all shells with the RA
curved-wave scattering-matrix formalism. 2 From RA,
we have

yi(e, k) = Im ) GL,„L„e''"+' 'o

L,Lp

(L,ol&'. rlL-o)(Lpol~ rl«)
,, (Iol.- . rlr. o)(I, ol.-. rlLo) ' (B1)

e and reHections in planes containing i or normal to it
(D i, group); (3) elliptical polarization: reffections in
three mutually orthogonal planes normal to direction of
propagation and ellipse axes (D2h group). The degener-
acy checker in FEFF compares two paths in terms of their
coordinates in their own "standard" &arne. The standard
frame for each path is defined as follows. (1) Polarization
average case: z axis in the direction of the first leg; the
x axis is chosen in order to have x ) 0 and y = 0 for
the first atom not on z axis; the y axis is chosen to have
a positive y coordinate for the first atom not in the 2:z
plane; (2) linear polarization: the z axis is parallel to e

and the first nonzero z coordinate is positive. The choice
of x and y axes is the same; (3) elliptical polarization:
the z axis is along the direction of light propagation and
the x and y axes parallel to the axes of the ellipse. The
positive direction of each axis is determined as above; the
first nonzero component should be positive. Now we can
compare paths, comparing the hash keys for "standard
frame" coordinates. Between two "time-reversed" paths,
we choose the one with the smaller hash key. We also
check for possible hash collisions. After removing the de-
generacies, much more accurate filters can be used. The
fast plane-wave filter Cp is the same as Ck p except that
degeneracies are included. The PWA simply replaces the
RA scattering matrices with 1 x 1 matrices and uses a
look up table of scattering angles and amplitudes for each
atomic species. Hence, a few Boating point operations are
sufficient to approximate the XAFS to within about 30%
or so. For typical problems, setting this filter Cp to
2.5% is sufficient to reduce the number of paths to per-
haps a few hundred, without eliminating any important
ones. Finally, the last filtering step takes place after the
full curved. -wave XAFS calculation has been done. The
mean curved-wave amplitude is
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where I and Io are the 6nal and initial angular mo-
menta of the electron, L = (l, m), e is the polarization
vector, which is generally complex to allow for general
elliptic polarization; i.e., e = e' + ie" where the ratio
(e "~/(e '( is the ellipticity and e ' x e" is along the propaga-
tion direction k of the x-ray beam, GL,„L„=(Ln~G~Lp)
is the matrix element of the total dimensionless propaga-
tor, which is equal to the sum over contributions &om all

different MS paths Gl, I„= P& GL, I, (Rl, . . . , R„).
The expression for GL,„L„(F) = GL & (Rl, . . . , R„)
is given by Eq. (15) in RA, i e., GL,„L(I')
[e(P1+P2+"'Pn ) /p p p ]Tr ML o &I n ~n 1—~2~1
The sum in the denominator can be done using prop-
erties of the 3j symbols, giving a factor 3 in the following
formulas,

X(e, k) = Im) GI,„L„e' " SI„,I, (k)
m's

). 3(e-)'p
I

( L

a,p= —1

( —m p mp) ' (82)

Sl, (1k) = (LllrllL-) (Lllr 114&/((LllrllL —»' +
(L//r//L + 1) ) is a function of reduced matrix elements,
which depends on the photoelectron energy. By defini-
tion, Sl+I I+I(k) + SI 1I 1(k) = 1. Here, for silnplicity,
we illustrate the method with a nonrelativistic treatment
(the relativistic treatment in terms of spinors used in
FEFF is analogous) so

=(—
4m

x
~ ~

dr r' y, (r) y, .(r), (83)

where yI(r) is regular normalized solution of the
Schrodinger equation. Note that (l[[r~~l„) = —(l„[)r([l).
We can express S~„~, through the ratio of reduced ma-
trix elements f = (lllr III

—1)/(Lllr IIL + 1) as SI. I.
f('+ "++ ')~ /(1+ f ) The factor SI I = 0 if ei-
ther l or lo not equal to l + 1. In the case of linear
polarization, e is a real vector (e' = e ) and Eq. (82) can
be rewritten as

X(e, k) = Im ) GL, l„e' ' +' 'o SI
VIL ~ ILO

x) 3~
(L

LI 0
p= —l

xa".„(n,-,) z'„- (n,-),

L„I fL

(84)

M%A~ (e~ pll) pn) = ) 3(e ) ep
cx,p, m,i,L,p

X
( —m i m ) ( —m j mp)

Ip, LxSI 4 Max, ' "(p„p„)
) (e )'epM p.
OL,P

(85)

Prom Eqs. (84) and (85) we obtain X(e)
p(e ) epX p(k), wlllch ls file folII1 glvell 1I1 Eq. (5).

Thus, only small adjustments to the existing code FEFF5
were needed to handle the polarized case. This in-
cluded adding an extra "6ctitious leg" i at the central
atom and a subroutine to make the "polarization tensor"
[(e )'ep + e (ep)']/2. The average of left and right ellip-
tical polarizations is taken in order to have identical con-
tributions &om "time-reversed" paths. This procedure
is exact because the absorption coefficient must be the
same for left and right elliptical polarizations in the ab-
sence of magnetism. The expression in Eq. (85) was used
to modify the existing polarization average code FEFF5.
The transition (l ~ L —1) is neglected in the present
version of code which is exact for l = 0 shells and an ac-
ceptable approximation for L shells. Finally, we note that
these formulas are only valid for nonmagnetic materials
for which the effective Hamiltonian is spin independent.
The case for x-ray circular magnetic dichroism will be
discussed separately.

where we have used the relation (L~@ . r~L')

„(Q; .)(I, y, ~z~l', LI)R„',(0;) and performed
the sum over m. The argument 0; represents the Eu-
ler rotation of the polarization vector ~ onto the z axis,
namely, (nPp)= (0,8, Ir —P), where 8 and P are the po-
lar angles of the vector e (See footnote 1, p. 1073 of
Messiah~ ). From Eq. (15) of RA, Eq. (82) can be rewrit-
ten using the matrices I'~p (p, p') and a "termination ma-
trix" M&&,

' "(pl, p ) defined by Eq. (16) and (17) in RA,
which depends only on properties at the absorption site,
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