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First-principles calculations of the dielectric matrix of the key structural element of the copper-oxide super-
conductors show a weakly damped resonance at 3.5 eV which contains most of the oscillator strength in
charge-transfer excitations. Such excitations have been proposed as a mediating boson for superconductive
pairing. Although this mode is a well-developed and robust excitation, we find its energy to be too large to give

high superconducting transition temperatures.

Since the discovery of the high-7, superconductors in
1986, much effort has been put into investigating the under-
lying mechanism. It is clear that BCS theory,! which proved
excellent for the ‘““conventional” materials, is inadequate
here. Central to the phenomenon of superconductivity is the
pairing of electrons (in momentum space), and the question
of how this occurs in the cuprate materials has been the
subject of much debate.? A number of models’™ suggest
low-energy (~0.5 eV) charge fluctuations as the mediating
boson, and our purpose is to calculate the dielectric matrix
from first principles to investigate this hypothesis and the
underlying ideas.

Common to the entire class of high-7. superconducting
materials is the presence of planes of copper and oxygen
atoms. Between these planes is found a variety of atomic
contents; their effect is to maintain the formal valence close
to Cu?"0?".% A calculation of the dielectric matrix for any
one such compound is not the most desirable approach to the
problem, not only because of the immense computational
expense required for such complex structures, but also be-
cause we are seeking properties general to all the cuprates.
To this end, we have performed calculations on a hypotheti-
cal tetragonal lattice of CuO,, with Cu at (0,0,0) and O at
(3,0,0) and (0,3,0), and parameters chosen so that the edge
length of the CuO, squares and the interplanar spacing were
equal to those of typical superconducting compounds. As this
model structure stands, the valences on the copper and oxy-
gen atoms correspond to a heavily hole-doped compound. By
doping our structure with extra electrons, we are able to con-
fer appropriate valences on the atoms. An undoped supercon-
ductor would correspond in our system to a doping of two
electrons per unit cell. Numerous band-structure calculations
for various high-7T, materials’ have demonstrated the pres-
ence of a half-filled or nearly-half-filled Cu(3d)-O(2p) hy-
brid band with strongly two-dimensional character. The band
structure of our model solid as calculated in the local-density
approximation (LDA) is shown in Fig. 1. It is not only in
good general agreement with those of the complete struc-
tures, but also reproduces quantitatively (and with the correct
symmetry) the major bands near the Fermi energy—the most
important ones as far as dielectric response is concerned.
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We first report the technical scheme of our calculations,
which use the time-dependent local-density approximation
(TDLDA). The results for the g~0 response at low energies
are dominated by a low energy, weakly damped, resonance
involving charge-transfer fluctuations (CTF) between copper
and oxygen, consistent with the scenario of Varma et al. 89
We then compare our results with previous calculations on
model Hamiltonians and discuss the limitations of our ap-
proach.

The central quantity evaluated in our work is the dielec-
tric matrix €, which gives the relation (in reciprocal space)
between changes in the total internal potential ¢, in a crys-
tal and the applied potential ¢.,, as

8¢ 0 (A+G,0) =2, €5e(Q0) b (q+G ). (1)
G!

(In matrix notation we would write this as 6@
=€ '64,,,.) eis in general a function of the wave vector q
and frequency w of the potential.

The absence of local-field effects would result in the di-
electric matrix being diagonal. Clearly in an inhomogeneous
system such as is being considered, these effects are essen-
tial, especially insofar as charge-transfer fluctuations within a
unit cell are concerned, and we take them fully into account
by our calculation of the off-diagonal elements. Earlier cal-
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FIG. 1. Band structure of the model solid.
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culations of the dielectric function of a cuprate material'® (in
that case based on a tight-binding fit to a LDA band struc-
ture) focused on the G= G’ =0 element of the dielectric ma-
trix and so do not contain local-field effects.

The presence of a resonance means that ¢, is nonzero
when ¢, is zero. Relation (1) shows that for this to occur
the determinant of € must vanish. These resonances are the
electronic charge excitations of the system.

€ can be formulated in terms of the unscreened density
response function )(0, which is defined by the electron-
density  change 6n=x"6¢,,. The random-phase-
approximation (RPA) expression e=1—V°x°, where V° is the
Coulomb interaction, can be extended to include exchange
and correlation effects, within the time-dependent local-
density approximation, by writing e=1—V°x"—K, x°. Note
that the function € that we are considering describes the re-
sponse not of a test charge, but of the electrons themselves.
(8¢ includes the exchange-correlation term.) This is
clearly the appropriate quantity for electronic excitations.
Here K,., is calculated in the local-density
approximation: KLPA(rr')=K(n(r))&r—r’), where K(n)
is the derivative of the exchange-correlation potential with
respect to density for a homogeneous electron gas of density
n.

X" can be written in terms of the single-particle wave
functions ¢; and energies E; that solve the unperturbed prob-
lem (— V24V, +Vy+ V. Jy=E;;. Vy is the Hartree
potential, V. is calculated within the LDA, and V,,, is the
electron-ion term, which we calculate using non local norm-
conserving pseudopotentials optimized for plane-wave con-
vergence.

The resulting expression for x° (Ref. 11) is

i) g () g (") i (x")
E—E—w—id
@

where the n are occupation numbers and & is a positive in-
finitesimal. The corresponding quantity in reciprocal space,

xg;G,(q,w), takes the form of a sum of terms, each of which
is of the form

Xo(r,r’,w)=2i§;, (nl_nj)

J L ©)
124BZ Ex—Epxr—w—id ?

where / and m are band indices. Thus XO has branch cuts
along parts of the real w axis. The integral over the first
Brillouin zone in (3) is, in practice, computed as a discrete
sum. The terms in this sum contain poles at real values of w
and as a result the function cannot be calculated efficiently
on the real axis.

We seek frequencies at which the determinant of € van-
ishes; however, these cannot be found by merely evaluating
the above expressions. If we write € ! in the Lehmann
representation,'? we see that it is an analytic function of
complex frequency—with the exception of branch cuts along
the real axis. The absence of poles in € ! implies that it is
never possible for the determinant of € to equal zero. This
apparent contradiction is resolved by noting that this Leh-
mann representation applies to the first Riemann sheet of the
function only; any frequencies at which the determinant does
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equal zero must lie on another Riemann sheet, which can be
reached by performing an analytic continuation'?® of X?;G’
across the usual position of the branch cut. Since the fre-
quency dependence of x° is known explicitly [from (2)], it is
an easy matter to form its derivatives (and thence the deriva-
tives of €) at a complex frequency w, (with positive imagi-
nary part) and thus construct a Taylor series to evaluate € at
another frequency w (with nonpositive imaginary part) by
analytic continuation.

The dielectric matrix was calculated for various (com-
plex) values of w, and at each frequency, its (right) eigen-
value of lowest modulus, A, was evaluated. This located the
frequency w, at which the eigenvalue, and hence determi-
nant, vanished. The inverse lifetime of the resonance is given
by Im(w,). As (1) shows, the right eigenvector corresponding
to the zero right eigenvalue of € is the response of the inter-
nal potential at the resonance. We denote this eigenvector by
6V ,es. The charge fluctuation at the resonance dn, is then
given by én,=x"6V,.. It should be noted that € is not
Hermitian and so does not in general have real eigenvalues.
The eigenvectors and corresponding charge density are also
complex, yielding information about the (spatially varying)
phase of the charge-transfer wave: The physical charge-
density fluctuation is given by Re [ n,,(r, wg)e “0].

The results we now present are from calculations on the
tetragonal CuQ, structure, with lattice parameters a=3.86 A
and ¢=3.94 A, and for various levels of doping. For the
calculation of x° we used the results of a well-converged
LDA calculation with an 8 X8X2 mesh of k points in the first
Brillouin zone and summed over 495 reciprocal lattice vec-
tors and 30 bands, which tests showed to give good conver-
gence. Throughout we set q=(0,0,0.5) (in reciprocal lattice
units). This avoids certain numerical problems associated
with setting q exactly equal to zero, but is a very close ap-
proximation, as the dispersion along the k, direction is very
small (typically less than 0.5 eV across the Brillouin zone). It
was found that the presence of the K,. term in e did not
affect the results qualitatively.

The top part of Fig. 2 is a contour plot showing how |\,]
varies over a region of the complex w plane. The calculation
here used a doping of 2.0 electrons per unit cell (achieved by
moving the Fermi energy for the dielectric calculations, giv-
ing a formal valence of Cu?"), and the analytic continuation
was performed with Im(w,)=13.6 eV and 14 terms in the
Taylor expansion. |\;| has a well-defined minimum of zero,
located at wy=(3.4—0.36i) eV. We thus deduce the presence
of a resonance with energy 3.4 eV and lifetime ~10"'* s, A
cross section through this contour plot along the line Im(w)
=-—0.36 eV is given in the lower part of Fig. 2, and for
comparison it is accompanied by the corresponding results
for lower levels of doping. Line segments between disconti-
nuities come from calculations using different Re(w,) for the
Taylor expansion points. The small size of the discontinuities
indicates the reliability of the analytic continuation. All the
curves show a minimum close to zero in the range 3.4-3.7
eV, indicating that doping—over the large range
considered—has a minimal effect on the existence and en-
ergy of the excitation.

In Fig. 3 is a snapshot in time of the resonant charge
density change én, within the CuO, plane. It shows the
variation over a 3X3 mesh of CuO, cells. Each peak (white)



16 206
< 0
)
3
E 4
_ 04 doping=2 electrons/unit cell /
g doping=1 electrons/unit cell /
‘g‘, 0.3 —\-—- undoped _
c
[} 4
R
® 0.2 -
7]
qg_) e
o 0.1 -

0.0 R 1 N 1 1 N 1

0 1 2 3 4 5

Real part of o (eV)

FIG. 2. Contour plot (top) shows the variation of [\;| over a
region of the complex  plane (doping=2 electrons/unit cell). The
shading classes range linearly from zero (darkest) to 0.4 (lightest).
The graph (bottom) gives |\;| against Re(w) for various doping
levels. Im(w)=-—0.36 eV for all the curves.

is located at a copper site and each trough (black) at an
oxygen site. The resonance takes the form of a charge-
transfer oscillation between the copper and oxygen atoms.
The variation of charge density within the interstitial region
is much smaller. This behavior is displayed for all doping
levels.

The spectral strength of the mode can be characterized by
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which we find to be 7.6 eV. An alternative view of the domi-
nance of the mode for the low-frequency charge fluctuations

FIG. 3. Snapshot in time of the physical charge-density fluctua-
tion in the CuO, plane. A mesh of 3X3 cells is shown. Peaks
(white) are at copper sites, troughs (black) at oxygens.
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FIG. 4. Dynamic scattering cross section S(q,w).

is shown in Fig. 4, where we plot the dynamic scattering
cross section S(q,w)= Im [e(_;(l;(q,w)], which shows a large
peak, more than an order of magnitude above the back-
ground.

This mode has the same symmetry (A,,) and orbital char-
acter as the CTF mode found earlier in two-dimensional ex-
tended Hubbard models which incorporate both a repulsive
on-site Coulomb repulsion U on Cu sites and a repulsive
nearest-neighbor Cu-O interaction V.3'% The oscillator
strength for this mode arises from transitions between bond-
ing and antibonding Cu(3d)-O(2p) hybrids, which are sepa-
rated in the band structure by energies of 4—8 eV. The exci-
tonic binding promoted by V moves this oscillator strength
to lower energies, and it was found that the mode could
soften entirely if the effective interaction became large
enough; this would correspond to a valence instability of the
system. Weak-coupling calculations showed that a low-
frequency CTF mode would promote s-wave pairing.9 From
a different point of view, Wilson® has argued that the copper
oxides lie close to a mixed-valence instability. Our LDA cal-
culations confirm that there is a large binding of this oscilla-
tor strength into a sharp resonance. However, in our calcula-
tion the parameters appear not to be such as to place the
copper oxides close to the valence instability and thus un-
likely to promote robust s-wave pairing. Comparing to the
weak-coupling calculations® and noting that the CTF must lie
in a regime where the binding energy is not strongly doping
dependent and is ~0.5 eV (the difference between the CTF
energy found here and the onset of the continuum), it is
possible to estimate a value of V/¢~0.8. This lies within the
range of values estimated by constrained LDA calculations,
but is at least 50% too small to yield an appreciable super-
conducting instability. We do not find evidence for the d-d
excitons suggested in another model,* but as these involve d
orbitals pointing out of the Cu-O plane they are expected to
be more sensitive to the interplanar environment which may
not be adequately represented by our hypothetical crystal.

Of course the LDA does not provide an adequate treat-
ment of the strong local electronic correlations close to half-
filling and fails to obtain the correct insulating antiferromag-
netic ground state.® However, in the metallic and
superconducting compounds, photoemission studies'® have
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found good agreement with LDA-derived Fermi surfaces; at
these moderate hole densities, the optical signature of the
2-eV charge-transfer gap has largely disappeared.!” Also, we
note that while at half-filling the charge-transfer fluctuations
must involve promotion of charge to the upper Hubbard band
(thus paying the Coulomb penalty U), in the doped com-
pounds charge-transfer fluctuations can take place entirely in
the manifold of the lower Hubbard band, and the cost of
onsite Coulomb interactions is correspondingly reduced.
Even in strong-coupling large-U calculations on the ex-
tended Hubbard model,'* the CTF mode can be low in en-

ergy.
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In conclusion, we have presented first-principles calcula-
tions of the nonlocal dielectric matrix with no adjustable
parameters. Our results confirm the hypothesis of a strong
charge-transfer collective excitation. A single mode of A,
symmetry at about 3.5 eV dominates the low-energy charge
fluctuation spectrum. However, the mode shifts little with
doping and appears too high in energy to support robust su-
perconductive pairing.
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FIG. 2. Contour plot (top) shows the variation of |\,| over a
region of the complex w plane (doping=2 electrons/unit cell). The
shading classes range linearly from zero (darkest) to 0.4 (lightest).
The graph (bottom) gives || against Re(w) for various doping
levels. Im(w)=-=0.36 eV for all the curves.



FIG. 3. Snapshot in time of the physical charge-density fluctua-
tion in the CuO, plane. A mesh of 3X3 cells is shown. Peaks
(white) are at copper sites, troughs (black) at oxygens.



