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Temperature measurements and dissociation of shock-compressed liquid deuterium and hydrogen
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Temperatures of shock compressed liquid deuterium and hydrogen up to 5200 K were measured at pressures

up to 83 GPa (830 kbar). The measurements are in excellent agreement with earlier calculations to about 20
GPa and show evidence for dissociation above 20 GPa. At the highest measured temperatures and pressures
current theories break down and a revised theory is proposed.

I. INTRODUCTION

The high pressure equation of state, phase transitions, and
metallization of hydrogen are topics of long-standing interest
for scientific reasons and for applications to planetary phys-
ics and inertial confinement fusion. High pressure experi-
ments are either static or dynamic, which encompass very
different thermal regimes. Static methods achieved with the
diamond-anvil cell are used to study the equation of state,
optical properties, and phase transitions of solid hydrogen at
room temperature or below. Dynamic compression achieved
with shock or isentropic methods attains temperatures up to
several thousand kelvin and complements static research. In
some of our previous work on shock-compressed liquid hy-
drogen and deuterium we reported the results of Hugoniot
(pressure-volume) measurements' and electrical conduc-
tivity. At that time only theoretical Ross-Ree-Young (RRY)
(Ref. 4) temperatures were available for shock-compressed
hydrogen and deuterium. Over the past few years we have
developed sophisticated optical methods for the measure-
ment of temperature. These techniques were applied success-
fully to the dissociation of molecular nitrogen, ' and the
metallization of Csl (Ref. 7) and xenon. The imaging sys-
tems used in those experiments are incompatible with the
cryogenic techniques necessary for liquid H2 and D2 experi-
ments. Our experimental method was recently redesigned to
allow for greater sensitivity, accuracy, and convenience using
fiber-optic coupling; it has been applied to the shock melt-

ing of Fe. ' The purpose of this paper is to present tempera-
ture measurements for single- and double-shocked liquid
deuterium and hydrogen. Temperatures up to 5200 K have
been measured at pressures up to 83 GPa (0.83 Mbar) in the
Quid phase. The results of single-shock experiments to 20
GPa and 4600 K are in excellent agreement with earlier
calculations. These temperatures were used to derive an ef-
fective electron band gap in hydrogen from the electrical
conductivity measurements. Our temperature measurements
at substantially higher double-shock pressures indicate a con-
siderable amount of molecular dissociation is present. As a
result, the earlier theory was found to be inadequate and has
been revised. Thus, the high temperatures achieved in these
experiments provide an important constraint to the develop-
ment of theoretical models.

Theoretical studies have had a long history of predicting
the metallization pressure of hydrogen beginning with
Wigner and Huntington. " ' Current estimates of the pres-
sure needed to form a monatomic solid at 0 K are in the

300—400 GPa range, although some considerable uncertainty
remains because of uncertainties in the crystal structure, mo-
lecular orientation, and intramolecular zero-point
motion. ' ' A solid-solid phase transition was originally re-
ported to terminate in a critical point at 150 GPa and 140
K.' ' Recently, phase transitions in D2 have been reported
to meet at a triple point at 153 GPa and 128 K, and above
this point a phase line persists to 186 GPa and 210 K.'

While the origins of these phase transitions remain unre-
solved, some speculation rests on the possibility that they
might be the result of a molecular insulator to molecular
metal transition. Measurements in the solid are limited to
pressures below 250 GPa and the states appear to be molecu-
lar. The status of research on the molecular solid state has
recently been reviewed.

From the standpoint of applications, the major interest in
the equation of state, phase transitions, and metallization of
hydrogen is the fluid phase at high pressures and tempera-
tures. The fluid is expected to become metallic near the same
pressure as the solid but to occur in a continuous manner
starting with dissociation at a lower pressure. In the case of
shock-compressed liquid nitrogen the initial stages of a con-
tinuous dissociative transition have been observed. ' Until
now, because of the absence of shock temperature measure-
ments, a similar effect has not been observed in hydrogen.
The results of this study show that at the conditions of our
experiment, hydrogen is undergoing a similar dissociative
transition which is the precursor to the fully dissociated liq-
uid metallic state.

The present paper is organized in five sections: In Sec. II
we describe the experimental method and present the results;
in Sec. III we develop a theoretical model which is necessary
for analyzing the experimental results and provides a means
of generating numerical data for applications. Section IV re-
views the calculation of single- and double-shock Hugoniots.
In Sec. V, we discuss some of the ramifications of our results.

II. EXPERIMENTAL METHOD

Strong shocks were generated in the liquid samples by
impact of projectiles driven by a two-stage light-gas gun. '

The deuterium or hydrogen samples were condensed from
pure gas in a cavity cooled to 20 K by an outer cooling jacket
filled with liquid H2 using sample preparation and cryogenic
methods developed by Nellis et al. ,

' shown schematically in

Fig. 1. The sample cavity was a cylinder, 20 mm in diameter
and 1.5 mm thick. On the side impacted by the projectile
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FIG. 1. Schematic of the sample holder, not to scale. The im-

pactor arrives from the left and generates a shock wave in the base-
plate at impact. When the shock enters the fIuid sample, it becomes
highly luminous. The fiber optic bundle collects the emitted light
after passing through the window. The shock in the sample is re-
jected by the higher shock impedance window to higher pressures,
temperatures, and densities.

(front) the cylinder was bounded by a 2 mm thick plate of
aluminum (1100 alloy), and the rear was formed by a syn-
thetic sapphire (A120&) or LiF window 3 mm thick. The
window was used to allow optical access for the temperature
measurements described below. The impactor velocity was
measured by Gash radiography to an accuracy of 0.1%.The
measured irnpactor velocity was used to determine the shock
pressure by impedance matching. The initial sample tem-
peratures and densities were taken as nominal values mea-
sured in previous experiments. ' These values are insensitive
to barometric variations. A Pt resistance thermometer was
used to monitor the temperature (to ensure that liquid H2 or
D2 was condensing) and a capacitance manometer was used
to measure the sample cavity pressure during the process of
condensing the liquid samples up to the time just prior to
shock compression. The liquid samples were pressurized
with their own gas to a pressure at least 100 torr higher than
saturation pressure to obtain a quiescent sample free of
bubbles.

Shock temperatures were determined by analysis of the
light emitted from the shocked samples. The sample geom-
etry was chosen to allow us to observe both single- and
multiple-shocked samples in the same experiment. The rise
time of the light emission from the sample indicates that they
become optically thick within a few ns, short compared to
the roughly 100 ns shock transit time. When the first shock in
the sample reaches the window, which is of higher shock
impedance than the Quid samples, the shock is rejected; the
sample is thus reshocked to a new state of higher pressure
and density. The shock reverberates between the baseplate
and window, eventually reaching a constant state. The in-
crease in temperature with each reverberation leads to an
increase in intensity of the light emitted from the sample. For
some combinations of first and final shock temperatures, that
increase is beyond the dynamic range of our recording sys-
tem. That is, we can choose to measure the temperature of
the first few shocks or the final state, but not both. The shock
impedance match process is illustrated in Fig. 2, and de-
scribed in the caption. A theoretical model is required to
obtain the pressure and volumes at which the second-shock
temperatures were measured.

Mass velocity, u„

FIG. 2. Shock impedance-match plot for the first and second
shock states in Dz and H2 (points I and II) obtained in the configu-
ration of Fig. 1. The second shock is also termed the reshock, re-
flected shock, or double shock. Shock pressure P and mass velocity
u„[see Eq. (16)] are continuous across the interfaces between ma-
terials. Thus, the loci of possible shock states (Hugoniot curves) for
two adjacent materials will intersect when plotted in the P-u„plane.
The first-shock state (I) is obtained from the measured impactor
velocity and the previously measured Hugoniot equations of state of
the Ta impactor, Al baseplate, and liquid D2 or H2 sample. The
second shock state (II) is found by the intersection of the theoreti-
cally calculated Hugoniot of D2 or H2 using state I as the starting
state (dashed curve), and the previously measured equation of state
of the window material. The model is adjusted to agree with all
previous measurements of the equations of state of D2 or H2 and the
measured first- and second-shock temperatures. When these tem-
peratures agree, the model gives the values of pressure and density
of the second-shock state.

Here we will report only the results of the first-shock and
the reshock (or second-shock) states. We performed reshock
experiments using two different window materials of differ-
ing shock impedances, z-cut synthetic sapphire (which has
its c axis parallel to the direction of shock propagation), and
LiF. For a given first shock, each window will produce a
reshock of different pressure and temperature. This provides
an excellent test of the models discussed below for states off
the principal Hugoniot. The shocked states in the samples
were found using impedance matching. ' For the first-
shock state, we can determine the pressure, density, and in-
ternal energy using the impactor velocity and initial densities
of the sample, impactor, and baseplate. We make use of the
known equations of state for the Ta impactor, ' the Al
baseplate, ' and the measured equation of state (EOS) of
D2 or H2. ' In a similar fashion, the reshock states were
found using the known first-shock state, the Hugoniot of syn-
thetic sapphire ' or LiF, and the theoretical equations of
state of D2 and H2 adjusted to agree with the measured tem-
peratures, as described in Secs. III and IV.

Shock temperatures were measured optically using a six-
channel fiber-optic-coupled optical pyrometer. For these ex-
periments, a seven-fiber bundle was positioned 1 mrn away
from the window to minimize thermal loading of the sample
cavity, and to preclude possible damage to the bundle from
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FIG. 3. Photomultiplier output vs time at 598 nm center wave-
length in experiment D2 No. 1 showing the first- and second-shock
intensities. The constant output (fiat regions) indicates that the tem-

perature is constant during shock transit, and the rapid rise times
arise from the short time required for the D2 to become optically
thick. The onset of the fourth shock in D2 (the second shock in the

sapphire window) at about 120 ns causes an increase in intensity
that is beyond the range of the recording system. The zero time is
arbitrary.

the low temperature. We mounted the bundle within a thin
steel ring connected to the target by thin steel spokes. The
seventh fiber was used to check for any deposition of ices on
the outer window surface. We diamond-turned the inside sur-
face of the Al baseplate to a mirror finish. A light source was
focused onto the seventh (center) fiber outside the target
chamber. The light emitted from the fiber reflected off the Al
baseplate surface and some of the refIected light was col-
lected by the other fibers in the bundle. We measured the
amount of light collected before the target cooled, and again
just before the experiment when the sample cavity was filled.
Since the signal was the same in both cases, we know that
the optical system was free of any obscuring deposits on the
window.

Each of remaining six fibers was coupled to six fast pho-
tomultipliers through narrow-band [20 nm full width at half
maximum (FWHM)] interference filters centered at six
wavelengths between 340 and 700 nm, with additional cali-
brated neutral density filters added as appropriate. Filter val-
ues were chosen to keep the signals well within the linear
response range of the photomultiplier circuits. The outputs of
the photomultipliers were recorded on 1-GHz bandwidth
transient digitizers, with a 1-GHz sample rate. A typical
record (experiment D2 No. 1) is reproduced in Fig. 3 for
D2 shocked to 22 GPa, and reshocked to 83 GPa. It shows
that the signal is constant during shock transit and reshock, a
consequence of the steady shock waves produced by the im-
pact process, and that the shocked D2 is optically thick as
indicated by the fast rise times.

We used calibration signals recorded with a 3200-K tung-
sten calibration lamp to find the radiance (W/m /sr) at each
of the measured wavelengths during the entire shock experi-
ment. The radiance of this lamp, which we use as a second-
ary standard, was calibrated by comparison with a NIST-
traceable bolometric calibration of a standard W ribbon lamp
which we use as our primary standard lamp. The radiance

FIG. 4. Results of nonlinear least-squares fits to the radiance
data for experiment D2 No. 3. Error bars in radiance are estimated
from the uncertainties in calibration as well as the scatter of the fit,
while those in the wavelength direction indicate the spectral band-
width of the channels. The solid circles are data from the first
shock, while solid squares indicate measurements of reshock inten-
sities. Also plotted are predicted intensities for a reshock tempera-
ture calculated with the RRY model (Ref. 4) for the same first-shock
pressure and a= 0.7 (see Fig. g). The lower radiance we observe, as
well as the shift of the peak of the grey-body spectrum, substanti-
ates our observations of considerably lower reshock temperatures
than those predicted with RRY.

values in the experiments were corrected for the refIectivity
of the D2-window interface. The corrected values of the six
channels were fit to a grey-body Planck spectrum

where I is the radiance, e is the emissivity, X is the wave-
length, T the (kelvin) temperature, h is Planck's constant, c
the velocity of light, and k is Boltzmann's constant. In our
analysis, we assumed e did not depend on wavelength. While
it is tempting to use the Wien displacement relation for the
peak of the grey-body spectrum (i.e., k~,~= 3000/T) to de-
termine the temperature, this requires a large number of
channels to accurately determine the peak. It is easy to show
using Eq. (1) that the fit is more sensitive if the spectrum is
sampled on the short wavelength side of the peak. Further-
more, the photomultipliers we use have an S-20 response,
and are not very sensitive in the infrared where the peaks of
many of the first-shock spectra lie. These factors motivated
our choice of spectral channels. We used a nonlinear least-
squares method to find the values of e and T. Error estimates
are calculated using the covariance matrix of the fitted data,
and are typically = 100—200 K, and 0.15 in e. These arise
from the roughly 10% uncertainties in the measured intensi-
ties, as indicated by the error bars in the figure. For shot
D2 No. 3, Fig. 4 shows the fit for the first- and second-shock
records. In the figure, we have also plotted the expected
emission data for a reshock temperature calculated using the
RRY model, " which assumed that no internal energy is ab-
sorbed in dissociation. The temperatures predicted by that
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TABLE I. Summary of shock temperature experimental materials
and impact velocities (km/s). In all experiments, the baseplate was
1100 aluminum, nominal sample densities are 0.171 g/cm for
Dz, 0.071 g/cm for H2, and the A1203 (p=3.98 g/cm ) and LiF
(p = 2.64 g/cm ) windows were single crystals. The impactor mate-
rials were 1100 aluminum (Al) or tantalum (Ta).

TABLE II. Pressures, temperatures, and emissivities for single
shock (P, , T, , e, ) and reshock (Pz, T2, e~) temperature measure-
ments on liquid D2 and H2. Pressures are expressed in GPa (1 GPa
= 10 bars), and temperatures are in K, with nominal experimental
uncertainties of 100—200 K, For experiments D2 No. 5 and Hz No,

1, reshock intensities were not recorded as they were beyond the
intensity range of the data recording system.

Shot
name

D2 No. 1

D2 No. 2

D2 No. 3

D2 No. 4

D2 No. 5

H2 No. 1

Sample
material

D2

D2

D2

D2

D2

H2

Impactor
material

Ta

Ta

Ta

Ta

Al

Ta

Imp actor

velocity

7.006
4.903
6.646
5.941
7.135
7.220

Window

material

A120~

A1203

A1203

A1203
LiF

A1203

Name

D2 No. 1

D2 No. 2

D2 No. 3

D2 No. 4
D2 No. 5

H2 No. 1

PI,

22.6
12.0
20.6
16.9
23.4
11.3

4660
2820
4430
3800
4530
3360

0.9
0.33
0.76
0.6
0.9
0.9

P2

86.5
52.5
81.0
70.0
77.1

T2

5210
3910
5030
4260
4960

0.9
0.9
0.64
0.6
0.9

model are demonstrated in the figure by the substantially
higher value of radiance and the shift in peak position rela-
tive to our measurements.

To ensure that the measured double-shock temperatures
are accurate, four checks were made. The concern here is
caused by the fact that the optical emission we record from
the second shock state traverses a window through which a
shock wave is traveling. Shock compression of the window
might change its optical properties. Thus, it is important that
shock-induced changes in optical properties of the window
have little or no effect on the radiation emitted from the
hydrogen sample. The checks were as follows. First, the time
dependence of the first- and second-shock optical signals are
as expected: sharp rises in intensity with nearly instrumental
resolution followed by a constant amplitude signal (see
Fig. 3). These occur after shock arrival in the sample from
the Al baseplate and after the first shock rejects off the win-
dow. Second, two experiments were performed with Alz03
windows to demonstrate that the measurements are reproduc-
ible. The results for D2 No. 1 and D2 No. 3 show that this is
the case; see Table II. Third, the window was changed to LiF
in D2 No. 5 to show that the results are not dependent on
window material. A double-shock temperature with a LiF
window was measured as predicted from a model based on
experiments with A1203 windows. In fact, the temperatures
measured with the two windows are quite close to each other
because of the nature of the shock reflection process in hy-
drogen. Thus, the use of two different window materials suc-
cessfully tested their optical properties under shock compres-
sion. Fourth, the optical intensity of A1203 shocked to 85
GPa (without the presence of liquid hydrogen), essentially
the same as our maximum pressure, is much lower in mag-
nitude and shows a totally different slow rise time than our
measured optical intensities. In other words, the known op-
tical emissions from the A1203 window are too weak to con-
tribute to our measured optical intensities from which we
determine our temperatures. Because of all of these reasons,
we are measuring the true optical intensities from double-
shocked hydrogen.

In Table I we list the materials and impact velocities for
each of the experiments, and in Table II we list the first shock
and reshock temperatures and emissivities; these are com-
pared to the calculations of the present model as described
below, and summarized in Table III. We used both liquid

D2 and liquid Hz samples to check for consistency of the
model; H2 has less than half of the initial density of D2, and
thus H2 reaches states of relatively lower pressure and tem-
perature than D2 using the same impact conditions. We also
attempted to measure the final "ring-up" temperatures of
D2 at 110 GPa final pressure (after the reverberations be-
tween the Al baseplate and A1203 window reached the con-
stant state) using both sapphire and LiF windows. Those at-
tempts failed, evidently due to the loss of transparency of the
windows due to multiple shocks. The optical properties of
the windows changed when reshocked (corresponding to the
fourth shock in D2) at pressures of roughly 80—100 GPa; this
was identified by hydrodynamic simulations of the experi-
ments.

As noted above, we need to use a theoretical equation of
state for hydrogen to perform impedance match calculations
for shocks which refiect from the window. For this purpose,
the equation of state model described in the next section was
developed to fit all existing shock data for liquid hydrogen
and deuterium. The model was constrained to fit the soft-
sphere fluid theory in the low-density molecular limit and
extend in a continuous fashion to the free-electron gas at
high density. It was also required to reduce to the generally
accepted theoretical models of solid hydrogen at low tem-
perature and metalliclike density. The second-shock pres-
sures and densities shown for the present model in Table III
were obtained by impedance matching the P-u curves pre-
dicted by the model against the P-u~ curves for the window
materials.

III. THEORETICAL MODEL

The objective of the present theoretical work is to provide
a computationally simple model which (i) includes molecular
dissociation, (ii) accurately reproduces all measured shock
temperatures and Hugoniots of liquid D2 and H2, and (iii)
yields the pressures and volumes at which our second-shock
temperatures were measured. For those thermodynamic
states in which dissociation is negligible, the equation of
state of molecular hydrogen can be accurately determined by
the use of pairwise additive forces obtained from fitting ex-
perimental static and shock data. ' ' At very high densities,
the equation of state of completely dissociated hydrogen can
be approximated as a nearly-free-electron metal. However,
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TABLE III. Experimental and calculated shock temperatures and densities for single- and
double-shocked D2, and for a single shock in Hz. The results of calculations using the present
model (see text) are listed along with the calculated fraction of Dz or H2 dissociated. The reshock
states were calculated using shock impedance matching with the known equation of state of syn-
thetic sapphire (see Fig. 2). Volumes are expressed in cm /mol, pressures in GPa, temperatures in
K. The experimental uncertainty of the temperature measurements is 100—200 K. x is the fraction
of D2 or H2 dissociated.

First shock

P1 T1 V2

Second shock

P2 T2

D2 No. 1

experiment

model

7.02
7.02

22.6
20.5

4660
4411 0.0198 3.65 82.8

5210
5162 0.22

D2 No. 2
experiment

model

7.98
7.98

12.0
13.1

2820
2867 0.0006 4.51 52.5

3910
4008 0.05

D2 No. 3
experiment

model

7.15
7.15

20.6
19.4

4430
4213 0.0145 3.76 78.2

5030
5034 0.19

D2 No. 4
experiment

model

7.44
7.44

16.9
17.1

3800
3749 0.0062 4.00 68.8

4260
4701 0.13

D2 No. 5

experiment

model

6.92
6.92

23.4
21.3

4530
4560 0.025 3.85 74.2

4960
5095 0.18

H2 No. 1

experiment

model

8.9
8.9

11.3
11.2

3360
3381 0.001

'The experiment does not determine V2, P2, nor does it measure the dissociation fraction x, and

this is indicated for all experiments by dashes. These values are determined by the model.
Reshock temperature data were not recorded for experiment H2 No. 1 due to increase in brightness

beyond the instrumental range. Thus, reshock states were not calculated.

the problem arises in the intermediate region of partial dis-
sociation where the interatomic forces are unknown. Previ-
ous work ' ' using pairwise potentials for the atom-atom and
atom-molecule interactions have been found to predict
second-shock temperatures which are too high by about 40%
(see Figs. 3 and 8). These results indicate that the effective
interactions in the dissociated mixture are much softer and a
more realistic treatment of the interactions are necessary. Re-
cently, calculations have been reported for partially dissoci-
ating dense hydrogen using the ab initio quantum Monte
Carlo (QMC) method. This method is in principle exact,
but computationally intensive, requiring thousands of hours
of CRAY- YMP time for calculating the large number of data
points needed to accurately characterize an equation of state.
QMC calculations indicate that the structure of the dissoci-
ating mixture is a complicated arrangement of molecules and
strings of atoms. These QMC computations illustrate the
complexity of first-principles calculations on dense hydrogen
at high densities and temperatures.

A. Ideal mixing model

In order to reduce the complexity of the problem to a
level appropriate for a simple model, we assume that the
thermodynamic properties of the dissociating quid can be
expressed, using the ideal mixing model, as an average of the
pure molecular and monatomic hydrogen equations of state.
This mixing model is described in detail by Guggenheim.
Our ansatz builds in the correct limiting behavior for the
low-density molecular fluid and high-density monatomic

quid and interpolates smoothly between. This model does
not explicitly include atom-molecule interactions. Our phe-
nomenological model is appropriate for a mixture which is
primarily molecular with a modest amount of dissociated
molecules (~ 20%). We write the Helmholtz free energy for
a system of N molecules as

F(V, T,x) =(1 x)FH (V, T,x=—0)+xFH H(V, T,x= 1)

—TS;„—(1 x)D, — (2)

where x is the fraction of dissociated molecules, It is deter-
mined by minimizing F. FH and FH H are, respectively, the

2

free energies of the pure molecular and monatomic compo-
nents per two atoms and V is the molar volume per molecule
or two atoms. 5;, is the entropy of mixing H2 and H:

(1 —xl ( 2xl
S;„=—k (1 —x)ln +2xln

~ 1+x( ~ 1+x( (3)

D = —4.735 eV is the diatomic bond well depth, or the
value of the dissociation energy, omitting the vibron energy.
The superscript 0 is used here to denote the use of isolated
gas values. Ideal mixing gives no change in the energy and
hence no contribution to phase separation other than

TS;, . Typically, mixing energies have small absolute values
when compared to FH and FH H and make contributions of

2

only a few percent or less to the total pressure and energy.
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F~,=FII,+F~,.t+ F~;-~0 0

where F~ is the translational free energy and F i;„t is the
2 "2'"'

contribution from the rotational and vibrational degrees of
freedom. Ideal gas values are assumed, and electronic exci-
tation is neglected. The term Fz „„&,the configurational free

2

energy, is calculated from soft-sphere fluid variational
theory:

Fn~„„r=Fiis( r/) +F( V)NkT

+(p&/2) d'r4(r)g~s(r. V) (5)

where r/= hard /6, Fiis( r/) is the hard-sphere excess free en-

ergy, and gi's(r, r/) is the hard-sphere radial distribution
function. d, the hard-sphere diameter of the reference sys-
tem, is the variational parameter used to minimize FQ f.

2

The factor F(r/)= —(i/ l2+ g + r//2) added to the hard-

sphere free energy makes the reference system equivalent to
a softer inverse-12 power repulsion with the result that ther-
modynamic data computed from Eq. (4) agree with computer
simulation data for a broad class of potentials including those
in this study. @(r) is the H2-H2 pair potential. It had previ-
ously been obtained from a best fit to Hugoniot data to 20
GPa. Below this pressure the degree of dissociation is negli-
gible. The precise functional form is written as @rz(r) in Eq.
(5) of Ref. 4.

C. Metallic fiuid

The properties of the monoatomic fluid phase in Eq. (2)
are approximated by a metallic fluid equation of state. The
expression for the free energy of the fluid is modeled after
that of liquid metal perturbation theory. This model com-
bines a density-dependent nearly-free-electron gas and a
modified one-component plasma (OCP) ion-thermal energy.
We write the Helmholtz free energy per two atoms as

Fii it=2[Fii ii+FEG(I/)+ fLDA+Focp(I/ T)+ ~,]. (6)

where Fii ti is the ion translational free energy. FEo(V) is the
density-dependent energy of positive ions in a bcc lattice
immersed in a free-electron gas:

B. Molecular fiuid

The method for calculating Fz has been described in
2

detail elsewhere. It is briefly summarized below. We write

F~ as
2

of a free electron gas and an exact total-energy calculation.
We required that FEG+f LDA fit the total energy local density
approximation (LDA) calculations of metallic hydrogen. A
good fit is given by

fLoA= —0.113 82+ 0.003 554r, 0.01—2 707r, R. y/ion.

Wk T= 4(br" clr" )+—(d) lnr e—(9)

where I =(Ze) lr, kT, b= 0.95280, c= 0.18907, d=
—0.817 73, and e= —2.59. DeWitt and Rosenfeld found
that this functional form could be obtained from a variational
hard-sphere calculation that included the virial entropy. Since
then, it has been used to represent the equation of state for
the OCP.

We find that by adjusting the value of 6, to —2.6 that an
excellent fit can be obtained to all the existing shock tem-
perature and Hugoniot data. Since the shock data cover a
relatively narrow range of I = 33—45, the approximation of
8', as a constant can be viewed as justified over this regime.
In terms of liquid metal theory, 6, includes higher-order cor-
rections due to electron-ion screening. The model presented
here is the simplest and most transparent. It has the nice
feature that it retains the analytic form of the OCP and allows
for systematic improvements in the model. However, it ap-
pears that even improved models are unlikly to be accurate
in so complicated a problem without introducing some fitting
parameters. Even in the case of static or undissociated shock-
compressed molecular hydrogen, an intermolecular potential
has to be fitted to ensure an accurate representation of the
equation of state. But most essential for this study is that the
model provides an accurate equation of state for impedance
matching the experimental data and for acquiring insight into
the underlying physics.

D. Mass action law

fLDA includes all the screening and band-structure effects
omitted by the simple free-electron-gas model.

The last two terms in Eq. (6) are the thermal free energy
of a one-component plasma and a correction (6,) needed to
precisely fit the reflected shock data. The OCP is a model in
which positive ions are immersed in a constant density back-
ground of negatively charged fully degenerate electrons.
Electron-ion screening and other nonideal effects are not in-
cluded. This approximation is believed to be rigorous at ex-
tremely high densities. The thermal energy per ion of the
OCP quid has been determined by computer simulations and
the Helmholtz free energy can be expressed by the functional
f0%11

FE&= [2.21/r, —0.916/r, —0.88/(r, + 7.8)

—1.792/r, ] Ry / ion. (7)
Minimization of F with respect to x leads to the well-

known law of mass action for the equilibrium value of x:

The terms are, respectively, the kinetic, exchange, correlation
(Wigner), and Madelung energies. r, = [3/(4mp)]' is the
hydrogen ion sphere radius and p is the H atom density in
the pure Iluid. The third term in Eq. (6), fLDA, is equivalent
to the Hartree energy in the pseudopotential theory of metals
which arises from the difference in energy between the
pseudopotential and the pure Coulomb potential. In terms of
electron-band theory it is the difference between the energy

where

2=
4+q '

g = exp[ (Fit it Fii D )lkT].

Substituting Eqs. (4) and (6) into Eq. (11) leads to



52 TEMPERATURE MEASUREMENTS AND DISSOCIATION OF. . . 15 841

-1.2

-1.4
K

-1.6
Cl

-1.8

-2.0 metallic

I
4

ClI
3

c0
2

CO
~~
V
OI
N
'Q

0

202 5 7 9 11 13 15

-2.4

molecular

I I I

4 6 8

volume (cc/mole)
10

volume (cc/mole)

FIG. 6. Dissociation energy D, vs volume at T=0 K. D, is the
difference in energy between the two curves in Fig. 5 ~

FIG. 5. Static lattice energy versus volume for molecular and
metallic hydrogen at T=O K. The energy of the isolated hydrogen
atom ( —1 Ry) is taken as the reference.

q = exp( —[(FH H
—FH —FH,„,)

+ (FEoocp —F02 nnnr) D]IkT), — (12)

QHQH
o o exp( D, )IkT, —
H2 H2int

(13)

where D, (V, T) =FEoocp FH, n f D . Q H and QH are

translational partition functions and QH;„, is the internal par-H2mt

tition function for the vibrational and rotational degrees of
freedom. Electron thermal excitation is negligible, but can be
included. The exact expressions and standard values of the
molecular parameters are cited in Hill. The "law of mass
action" is widely used for determining the fraction of mo-
lecular dissociation in gases and the ionization equilibria of
plasmas. It has been rederived here in a more general fashion
applicable to dense Auids. In the low-density limit the con-
figurational free energy of the mixture is negligible and the
expression reduces to the ideal gas limit. However, at high
densities this is not the case and it is necessary to include the
excess free energy of the interacting particles in the expres-
sion for D, . Thus the model provides a thermodynamically
self-consistent calculation of D, at high density which is the
change in free energy required to dissociate a diatomic mol-
ecule. It is an effective-density and temperature-dependent
dissociation energy.

D, (V, T) is the difference in energy between the metallic
and molecular states; the total energies at 0 K of these states
are plotted in Fig. 5. The molecular energies were calculated
for a close-packed lattice using the pair potential previously

where FEoocp=FEo+fLDA+Focp+8 . The superscripted
isolated particle free energies can be written in terms of
atomic and molecular partition functions Q, leading to the
expression

fit to shock data" and used here to calculate FH «„f. The
2

crossing of the curves indicates that the molecular solid will
undergo a transition to the metallic state. A calculation of the
Gibbs energy for the two phases predicts a transition to a bcc
metal above 5 Mbar in general agreement with prior
calculations. ' Plotted in Fig. 6 is D, (V,O), the difference in

energy between the two structures at 0 K. D,(V,O) goes to
zero near 1.5 cm /mol. At large volumes the predicted value
of D, rises above the ideal gas value. However, at densities
for which the calculated values of D, are too high, the shock
temperatures are too low to cause any dissociation.

Physically, the existence of a density-dependent dissocia-
tion energy can be understood by comparing the dissociation
of a molecule in an ideal gas to one at high density. In the
gas phase an energy of 4.735 eV is required to break the
interatomic bond and move the atoms to infinite separations.
At high density some of the energy used to break the bond is
returned when atoms recombine in a condensed system.
Thus, there is an effective decrease in the energy required for
dissociation, as described in Figs. 5 and 6.

Expressions for the pressure and energy are derived from
the free energy and can be written as

P = ( 1 x)(kTI V+ PH nnnr) +x[2 (k TI V) + PEoocP],

&= (1—x)(&+ UH, tnt+ UH, nnnr+ D')+x(2&+ U Eoocp)
(15)

where K= 3kTI2 is the kinetic energy per particle. UH;„, is2'"'
the energy of the molecular internal degrees of freedom.
UH f and U FGocp are the excess energies of the molecular

2

hydrogen and electron gas-OCP fluids. PH «„f and P EGocp
are the excess pressures. PH;„, does not appear in Eq. (14)2'"'
because the molecular internal degrees of freedom have the
ideal gas, density-independent values.
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IV. CALCULATIONS

The final P, V, F state attained in a shock experiment is
determined by the Hugoniot relations

P Pp= ppu up,

I'

upV= Vpi 1 (16)

F Fp= (P+ Pp)( Vp V)/2,

where F, P, and V are the total energy, pressure, and vol-
ume. The initial density is pp=—1/Vp, the velocity of shock
propagation is u, , and the material velocity behind the shock
front is u„. Subscripted (0) variables refer to initial condi-
tions and unsubscripted to final states. The locus of P and V
points satisfying Eq. (16) and originating from the same ini-

tial conditions is called the Hugoniot. In the case of rejected
experiments the calculated final state is determined by
impedance-matching the rejected P vs u curve against
that of the reflecting anvil which is also a window for these
experiments. Table III contains a summary of the experimen-
tal and calculated shock temperatures for single- and double-
shocked D2 and for a single shock in H2. The pressures and
volumes for the double-shock states are calculated using the
present model. The overall agreement between theory and
experiment is excellent.

There have been several predictions of a band-gap closure
in solid molecular hydrogen, the most recent by Chacham
and Louie. We introduced this effect into the model by
allowing the first excited state in the electronic partition
function [Eq. (13)] to decrease quadratically, as suggested by
Chacham and Louie's results, going to zero at 2.5 cm /mol
(near 150 GPa). This leads to an additional lowering of the

FIG. 8. Single- and double-shocked liquid deuterium tempera-
tures vs volume. The solid curve was calculated with the present
model and the dashed curve with RRY (Ref. 4). Circles indicate
single-shock states; open circles and open squares indicated pairs of
single-shock (circle) and double-shock (open squares) states. The
initial conditions are for the liquid at 1 bar and 20.3 K and reflected
from 7.1 cm /mol on the single-shock Hugoniot.

shock temperatures by about 100 K near 5200 K and is neg-
ligible for the remaining lower-density data. At higher tem-

peratures and densities the increasing monatomic concentra-
tion makes the concept of a molecular band gap in the Quid

questionable. Given its speculative nature and small magni-
tude we chose to neglect this effect.

A nice illustration of the important role temperature mea-
surements play in constraining models is shown by the

Hugoniot and shock temperature data plotted in Figs. 7 and

8, respectively. The first- and second-shock Hugoniot mea-
surements in Fig. 7 are from the work of Nellis et al. ' and
the temperature measurements in Fig. 8 are those reported
here. The calculated Hugoniots in both figures are from the

present theory and RRY. RRY used the same H2-H2 poten-
tial. It can be shown that their model is equivalent to ap-
proximating the H2-H potential to be 1/2 of the H2-H2 po-
tential and the H-H potential to be 1/4 of the H2-H2 potential.
The dissociation energy was fixed at the ideal gas value.
Note that while both sets of calculations are in agreement
with the single- and double-shock Hugoniots in Fig. 7 and
the single-shock temperatures in Fig. 8, the calculated
double-shock temperatures differ by up to 40%. The reason
for the apparent agreement of the pressures can be explained
by the fact that although the enhanced dissociation of the
present model leads to a large drop in thermal pressure per
particle, it is partially offset by a rise due to the increased
number of particles. Calculated single-shock temperatures
below 20 GPa are in good agreement with experiment for
both theories because the dissociation is small or negligible,
as seen in Table III. We return to the importance of tempera-
ture as a theoretical constraint in the next section.
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V. DISCUSSION

From a theoretical point of view, the study of hydrogen
offers a special opportunity to clarify and choose the impor-
tant approximations necessary for a successful model. An
inspection of the total energy curves for the metallic and
molecular solid phases shown in Fig. 5 provides insight into
the interatomic force. The total energy of the molecular form
has a minimum at P = 0 near 24 cm /mol (not shown). Since
the forces between closed-shell molecules under pressure are
mainly repulsive, the total energy rises continuously with
increasing density. In contrast the energy of the metallic form
reaches a minimum near 4 cm /mol H2 in the immediate
region of the experimental rejected shock data. The energies
of the two curves cross near 1.5 cm /mol H2. These are
theoretically well-established features of the hydrogen equa-
tion of state. They show that the effective interactions be-
tween atoms in the monatomic state are much less repulsive
than in the molecular and as a result the dissociation energy,
which is the difference between the two curves, decreases
monotonically with increasing density and reaches zero at
the curve crossing. In terms of the Auid equation of state, the
lowering of D, leads to enhanced dissociation which acts as
a thermal sink that lowers the shock temperature. Thus it is
the softer forces of the monatomic system which leads to the
lowering of the dissociation energy that is ultimately respon-
sible for the lower temperatures.

In two papers, Saumon and Chabrier ' ' have developed
models to calculate the equation of state of neutral and par-
tially ionized hydrogen for modeling the Jovian planets.
Their work was completed prior to our present temperature
measurements and hence they were limited to the available
Hugoniot measurements' to test their predictions. Their
model differs sufficiently from ours to make an intercompari-
son highly informative. To make a direct connection to our
own model we express their free energy in terms analogous
to those in Eq. (2):

F=(1 x) FH +2x(—1 x)FH H +x —F H H
—TSm;„

+(1 x)D . —

The terms refer to the H2-H2, H2-H„, and H„-H, interac-
tions. The principal formal difference with Eq. (2) is the
inclusion of H2-H„ interactions. Here the terms H2-H, and
H -H are used to designate true molecular-atomic and
atomic-atomic interactions and should not be confused with
the H2-H and H-H terms in previous equations. The H2-H2
potential they use is the same we use here. Their H2-H„and
H -H„potentials were obtained from a theoretical model for
isolated pairs of particles. These potentials exhibit an energy
minimum near 3 A and rise exponentially with decreasing
interatomic separation. Their Hugoniot falls very close to the
curve of RRY plotted in Fig. 7. Figure 9 plots two sets of
their calculated temperatures reshocked from a volume of 7.1

cm /mol and those from the present study. The predicted
temperatures are considerably higher than the values re-
ported here by almost 2000 K at the highest experimental
densities, or nearly 40Vo. This leads us to conclude that their
H2-H and H-H interactions are too repulsive. In fact, the
higher temperature obtained in their more recent results ' is

7000—

I
05 6000—
Q.
E

V0
sooo-

th

present model
- - - - - - Ree and VanThiel
—- —Saumon and Chabrier (1991)
———Saumon and Chabrier {1992)

4000
3

volume (cc/mole)

FIG. 9. Reflected shock temperature measurements and theory.
Squares refer to experiment D2 No. 1 and circles to D2 No. 2; solid
points are the first-shock states and open symbols indicate the
second-shock states. In the calculations, the second-shock state is
reflected from 7.1 cm /mol on the single-shock Hugoniot. The solid
curve is the present model described in the text. Those calculations
are compared with those from Saumon and Chabrier (Refs. 39,31)
and of van Thiel and Ree (Refs. 40,42).

P=(1 x)PH (U, T)+xPH H (U,—T), (18)

where PH H is the total pressure of two atoms in a volume
a a

U. PH and PH H were calculated at V=3.68 cm /mol and
2 a a

T= 5780 K along the Hugoniot for which the CHEQ pres-
sure was 82.5 GPa. Ree's H -H potential was used. Using
the CHEQ model's calculated value of x (0.268), the linear

the result of arbitrarily stiffening the potentials in order to
force a complete dissociation at metal-like densities.

To directly verify our conclusions regarding the need for a
soft equation of state for the dissociated quid, Hugoniot cal-
culations were made by van Thiel with the CHEQ model, '

which is similar to that of Saumon and Chabrier. van Theil
used an H2-H2 potential fitted to the shock data' and an
exponential-6 H, -H potential suggested by Ree for which
n=13.0, r*=1.4 A., and Elk=20K. This H, -H„potential
predicts a minimum energy for a close-packed monatomic
hydrogen solid near 2.4 cm /mol H2, very close to the LDA
results of Barbee in Fig. 5. It favors dissociation at high
pressure and at low temperature the dissociation is a first-
order phase change. The H-H2 parameters were determined
using the Berthelot mixing rules, which composition aver-

ages the H2-H2 and H„-H„values of r* and e/k. The result-
ing Hugoniot temperatures, included in Fig. 8, show a very
dramatic drop from those predicted by Saumon and Chabrier.
The results included in Fig. 9 show very clearly the need for
a soft H„-H, interaction and the great importance of shock
temperature measurements for constraining theoretical mod-
els and for determining the essential features of the effective
potentials.

The CHEQ model provides us with an opportunity to test
the linear approximation of Eq. (2) near the highest experi-
mental reshock density where dissociation is greatest. Ideal
mixing predicts that the total pressure is given by
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approximation predicts a pressure of 84.1 GPa. This is an
error of only 1.9%, well within the experimental uncertainty.

Hydrogen and nitrogen are both diatomic solids in which
the insulator-metal transition is of considerable interest. A
brief comparison of the two is worthy of a short digression
because of the insight it may provide. Total-energy calcula-
tions for solid molecular nitrogen and several higher-energy
structures provide a picture of total-energy cUrves similar
to those calculated for solid deuterium in which the energies
cross at a high pressure. Single-shock temperatures were re-
ported for liquid nitrogen that were lowered by the presence
of dissociation and second-shock temperatures were recorded
near 7000 K and 70 GPa that were lower than the first-shock
temperature. ' In other words cooling was observed on re-
shocking. Although cooling has not been observed on re-
shocking deuterium, a greatly lowered final temperature was
obtained. A model similar to the present one, which included
a dissociation energy that decreased with increasing density,
was successful in interpreting the nitrogen experiments.
Thus we believe that the similar behavior of deuterium and
nitrogen suggests a general pattern for closed-shell diatomic
systems.

The present model takes a phenomenological approach. It
defines a free-energy function in which a single parameter
6', is adjusted to fit all the available shock data and it ex-
trapolates correctly to high and low density. We believe it
provides a reasonable prediction of the second-shock pres-

sure and density. It does not purport to be a universal theory
of dense hydrogen. But it does take a unique approach to a
very difficult problem and provides a basis for further devel-
opment.
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