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We report results of measurements of the perpendicular [current perpendicular to the layer planes (CPP)] and

parallel [current in the layer planes (CIP)] magnetoresistances (MRs) of Co/Ag multilayers having Co and Ag
thicknesses tc, and tAs ranging from 1.5 to 60 nm. (1) We find the variations of the CPP- and CIP-MRs with

tAg and tc, to be qualitatively similar to each other, suggesting that the parameters determining both may also

be similar. (2) In accord with predictions that CPP-MR)CIP-MR, we find their ratio m=CPP-MR/CIP-MR to

range from about 3 to at least 6. (3) We analyze current perpendicular to the layer plane (CPP) specific
resistances, Ar, , of Co/Ag multilayers having a wide range of Co and Ag thicknesses tc, and tAg in terms of
a two-current, series resistor model based upon the assumption that the spin-diffusion lengths in the Co and Ag
are much longer than t«and tAg, respectively. We show first that a six parameter fit gives rather good
agreement with four data sets, with the three parameters that can be separately checked agreeing within

experimental uncertainties with independent measurements of the same quantities. We then examine the ability

of these fits to predict the behavior of additional sets of data. Here we find some agreements and some

disagreements. Possible reasons for the disagreements are examined.

I. INTRODUCTION

Giant (G) negative magnetoresistance (MR) in magnetic
multilayers composed of alternating layers of a ferromag-
netic (F) metal and a nonmagnetic (/V) metal is now a topic
of great interest for both scientific and technological
reasons. ' Most GMR measurements are made with the cur-
rent in the layer planes (CIP-MR), ' because this geometry
leads to resistances ~10 0,, which are easy to measure and

large enough for use in devices. The CPP-MR, in contrast, is
harder to measure. A 1 pm thick sample of typical CIP area
A=1 cmX1 mm=10 m has a CPP resistance R-10
which poses an experimental challenge. Alternatively, com-
plex lithography can be used to reduce the sample area to
A -10 ' m, increasing the CPP resistance to an easily mea-
sured R-10 0 but, so far, at the cost of a nonuniform
current in the sample. We and others have argued, however,
that the GMR with the current perpendicular to the layer
planes (CPP-MR) has two important advantages that make it
important to measure. (1) As predicted by Zhang and Levy,
the CPP-MR is expected to be several times larger than the
CIP-MR. (2) As suggested by Zhang and Levy, demon-
strated experimentally by us, and subsequently confirmed
from more rigorous analysis by Valet and Fert and others, it
is usually easier in the CPP-MR to separate effects of elec-
tron scattering in bulk F metal from those at F/N interfaces.
In this paper we examine issues (1) and (2) using Co/Ag as a
test system. We chose Co/Ag on the recommendation of
Schuller, for two reasons: (a) sputtered Co/Ag multilayers
had shown strong high angle x-ray satellites (b) Co and Ag
are immiscible, " so there should be minimal intermixing at
Co/Ag interfaces.

The fundamental quantity in the CPP geometry is the con-
ductance per unit area, or its inverse, AR, , the sample area A
times its total resistance, R, (see Fig. 1). Since the CIP and

CPP resistances are so different in size, they are compared
using the normalized percentage magnetoresistance:

MR(H) = 100[R(H) R(H, )]IR—(H, ),

where Hs is the saturation magnetic field at which R(H)
reaches its minimum value.

(1) Comparison of CPP- and CIP-MRs. So far, compari-
sons of CPP and CIP data for samples with the same F and N
metals, and the same values of tF and t~, have been pub-
lished for only relatively few samples: two series of Co/Ag,
two series of Co/Cu, ' and one series of Fe/Cr. To fully test
their models, theorists need more complete data on a single
system. In Sec. III, we present CPP-MR and CIP-MR data
for seven different series of Co/Ag data. We first examine the
variations of the CPP- and CIP-MRs with tA, tc„or both at
once. We then examine the values of, and variations in, their
ratio ~=CPP-MR/CIP-MR.

(2) Quantitative analysis of CPP-AR. It is difficult to iso-
late the fundamental physical parameters underlying GMR
from the CIP-MR, because it varies in an essential way with

Sample

Top Nb

Area A

Bottom Nb

Substrate

FIG. 1. Sample shape. The perpendicular (CPP) resistance,
R= t//I, is measured only over the area A of the overlap of the
crossed Nb strips. The parallel (CIP) resistance, R=v/i, is domi-
nated by the contributions from the two narrow strips.
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the ratios t~/k „and tFIX, where X„and X, are the mean-

free paths in the N and F metals. In contrast, in the limit of
long spin diffusion lengths, I,fg and l,f', that is expected to

apply to our Co/Ag multilayers at our measuring temperature
of 4.2 K, the CPP-MR is independent of these mean-free

paths, and should be well described by a simple two current
model that allows straightforward determinations of the fun-
damental parameters in both the bulk F metal and at the F/N
interfaces. In Sec. IV, we describe this model, its condi-
tions of validity, and its limitations. We have previously
demonstrated its ability to simultaneously fit three series of
Co/Ag multilayers with one assumed parameter, three series
of Co/Cu multilayers with one assumed parameter, ' and
two series of NiFe/Cu multilayers with two assumed
parameters. ' In Sec. V, we test this model more stringently
by investigating first, how well it can fit data for four series
of Co/Ag multilayers with no assumed parameters, and then
how well the parameters derived from these four series de-
scribe data for three new series of multilayers.

The paper is organized as follows. In Sec. II, we describe
our sample making techniques, sample characterization, and
measuring uncertainties, with particular emphasis on a mask
changing system. In Sec. III, we present and discuss our
CPP- and CIP-MR data, and examine the ratio ~. We de-
scribe the theory underlying our quantitative CPP analysis in
Sec. IV, and the analysis in Sec. V. In Sec. VI, we summarize
our results and present our conclusions.

II. SAMPLE PREPARATION, SAMPLE
CHARACTERIZATION, AND MEASURING

UNCERTAINTIES

A. Experimental techniques and procedures

As our basic technique for dc sputtering multilayers for
simultaneous CPP-MR and CIP-MR measurements has al-

ready been described, ' we focus here mainly on proce-
dures specific to the present measurements and on modifica-
tions to previously described ones. The most important
modification is a mask changing system. Other details are
given elsewhere. '

To obtain comparable sample quality for different Co and

Ag layer thicknesses, we held sputtering conditions as nearly
constant as possible. The sputtering system was initially
pumped down to «2X10 Torr, high purity Ar sputtering
gas was admitted to a pressure of 2.5 mTorr, and the sub-
strates were held at temperatures between —30 C and
+30'C using a substrate cooling system. ' Although the
sputtering voltages and currents were held within narrow
ranges, we found some variations in sputtering rates in tar-

gets bought from different manufacturers over several years,
and also as targets thinned. The samples described in this

paper were made with rates within the ranges: =1.1—1.4
nm/s for Ag, =0.8 —1.0 nm/s for Co, and =0.90—1.0 nm/s for
Nb.

The substrates are mostly polished, 0.5" square, c-axis
oriented, single crystal sapphire, cleaned in acetone, and then
given a final ultrasonic rinse in alcohol. To check that the
substrate material is not crucial to our results, a few samples
were sputtered onto (100) single crystal silicon, and a few
CIP samples were sputtered also onto thin Nb films deposited

FIG. 2. The mask plate. (a) The mask plate as seen from the
substrate side. (b) Cross section through the center of the mask
plate. The mask holes (shown as black) are separated from the
substrate by a 25.4 pm deep circular depression, shown dotted.
Each mask hole is countersunk to allow maximum Aux through the
hole. The four rods for rotating the substrate go into the four holes
P located on a square. The small circular holes labeled A are used
to set the mask placement, as shown in Fig. 3.

on Si. Since the results for the various alternatives are not
very different, ' we describe only data on sapphire.

An in-situ mask changing system in the sputtering cham-
ber lets us fabricate the sample shape shown in Fig. 1 to
allow simultaneous CPP and CIP resistance measurements
on different parts of the sample. The substrates are held in an
actively cooled, circular aluminum sample-positioning plate
(SPP) described elsewhere' that is located about 12 cm
above the guns. Each of the eight circular holes in the SPP
can hold either a single substrate plus masks for making a
CPP/CIP sample, or two substrates for making thin films or
simple CIP multilayers. Two other holes allow quartz crystal
thickness monitors to measure deposition rates at the loca-
tions of the substrates. The SPP oscillates under computer
control to bring the substrate of interest sequentially over the
desired targets for chosen amounts of time. All of the
samples in this study were made with a mask changing sys-
tem that we now describe.

The masking system components are shown in Figs. 2 and
3. Figure 2(a) shows the 3 mm thick, 64 mm diam. , stainless
steel mask plate as seen from the substrate side, and Fig. 2(b)
shows a cross section through the center of the mask plate.
The mask plate contains four masks that are changed sequen-
tially by pulling upon small cylindrical posts (screwed into
the four holes labeled P), using a wobble stick that extends
outside the chamber. The holes in the masks are shown as
black. One mask is blank, to close off the substrate from
unwanted material. The first sputtering mask is its clockwise
neighbor, which contains a 1 cm long, W=1 mm wide strip
(with contact pads), through which a 500 nm (or, more re-
cently, 300 nm) thick, Nb strip is sputtered directly onto the
substrate. The multilayer mask is then pulled into place and
the multilayer is sputtered. The last mask, with a 1 cm long,
%=1 mm wide strip perpendicular to the first one, is then
pulled into place and a Nb cross strip is sputtered. Finally,
the blank mask is pulled back over the substrate to protect it
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FIG. 4. Dektak profile of a Nb strip. The vertical scale is in A,
the horizontal scale in p,m, giving a 2X10 difference between the
two scales.

FIG. 3. (a) Composite showing the essential features of the cir-
cular substrate holder (solid figure) with the mask plate (dotted
figure) in its offset orientation so that each mask hole (or the blank)
can be rotated directly over the substrate. The substrate is centered
in a square hole in the substrate holder so that it rotates directly
over the center of each sputtering target. (b) Side view showing the

substrate holder, the mask plate (now also solid), the slip-fit cylin-
drical piece ending in a screw (8) that presses the mask plate
against the substrate holder, and (in cutaway view labeled C) the
set-screw pushing on a copper plate (hatched) that presses the sub-

strate (oppositely hatched) against the mask plate. A copper band

(shown rotated by 90' from its actual position) is hard soldered to
the copper plate and screwed (not shown) into the substrate holder
to make good thermal contact. At A, a spring loaded ball slips into
one of the four circular holes shown in Fig. 2 when the appropriate
mask is properly aligned.

until it is removed from the system. The mask holes are cut
using "sinker" spark erosion. Around these holes, the mask
plate is countersunk by spark erosion to a thickness ~0.25
mm to allow maximum flux of sputtered material onto the
substrate and to minimize reAection of sputtered atoms off
the hole edges onto the substrate. The countersunk area
around each Nb hole is a large rectangle, while that around
the multilayer hole follows the shape of the hole. To protect
the sample as the mask plate rotates over it, the surface of the
mask plate is cut back by 0.001" (25.4 pm) to form a ring-
shaped depression [dotted area in Fig. 2(a)) directly over the
masks. Outside of this depression, the mask plate makes di-
rect contact with the substrate and its holder (described next),
thus keeping the mask-to-substrate distance constant for all
masks.

The substrate sits in the middle of a circular, aluminum
substrate holder that is mounted in any of the eight holes in
the SPP. ' Figure 3(a) shows the substrate holder with a
"ghost" overlay of. the mask holes in the offset mask plate
showing how the masks rotate into place over the substrate.
Figure 3(b) shows a side view of the substrate holder, the
mask plate, and the piece used to lock them together, with a
cutaway view of the screw used to hold the substrate against
a 2.5 nun thick copper backing plate, to which is hard sol-
dered a 0.4 mm thick, 5 mm wide, copper strip (shown ro-
tated 90' to its actual position) that is screwed to the sub-
strate holder to provide thermal coupling. The substrate
holder is then thermally anchored to the actively cooled SPP.

The system is assembled by first loading the substrate holder
into one of the holes in the SPP, and then attaching the mask
plate.

Even though the mask holes lie within 25 p,m of the sub-
strate, the large angular spread of sputtered atoms gives sub-
stantial shadowing around the mask edges, e.g. , sputtering
through the 1 mm wide slots typically yields Nb strips =1.1
mm wide, and sputtering through the 0.3 mm wide thinnest
CIP parts of the mask gives =0.4 mm wide sample strips.
Figure 4 shows a Dektac profilometer scan across a typical
Nb strip. The Nb edges have a small slope, only about 0.5%
in the case shown. The importance of this slope for our mea-
surements is discussed in the Appendix.

For the samples described in this paper, we used two sput-
tering procedures that differed in the time between sputtering
of the erst Nb strip and the multilayer. Since we found no
systematic differences between data with the two procedures,
we do not distinguish the two cases here and refer the reader
to Ref. 14 for further details.

The CIP resistance R = U/i is measured by passing current
i from one pad to the other in Fig. 1, and measuring the
resulting voltage U with a conductance bridge or digital volt-
meter. R is dominated by the two narrow strips in Fig. 1. The
intrinsic CIP quantity is the average resistivity, p=RA/2l,
where l is the length of each strip and A is its cross-sectional
area.

The CPP resistance R, is measured by passing I=50 mA
into one Nb strip and taking it out of the other, using a bridge
circuit' with a superconducting quantum interference device
nuH detector to balance the voltage difference V between the
strips against that produced by a balancing current, Ib, pass-
ing through a known (1.84~0.02 pA) reference resistance
R„. The measured ratio, c=IbII, then gives R,=(lblI)R„.
Checks are routinely made for current independence, and
rare samples that show any dependence are rejected.

At our measuring temperature of 4.2 K, the two Nb strips
superconduct, thereby causing the current to bypass those
parts of the multilayer outside their overlap area A = W, and
pass only through that part of the multilayer within A. In the
Appendix we show that this statement is correct to terms of
order tT/W=10, where t7 is the multilayer thickness. We
determine A by measuring the width W of each Nb strip with
a Dektac surface profilometer. Based upon independent mea-
surements showing that Nb strips in contact with Co remain
superconducting down to thicknesses of about 10 nm, we
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define the edge of the profile in Fig. 4 to be where the Nb
thickness is =10 nm. The bottom layer of the multilayer is
always Co and in most samples tT is held as close as possible
to 720 nm, consistent with an integer number of bilayers.
Some of the later multilayers are capped with a last Co layer,
but most of those presented in this study are not. If not, the
Ag layer touching the top Nb strip should become supercon-
ducting due to the proximity effect, ' but the resistance of a
single Ag layer is within our measuring uncertainty.

B. Sample characteristics and quality
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We check our bilayer thicknesses, A, and the structure of
our multilayers, with low angle and high angle 0-20 x-ray
scans. The high angle scans show peaks for the close packed
planes of Ag, Co, and Nb, plus multilayer satellites. Our data
thus confirm the usual experience that sputtered Co/Ag mul-
tilayers are highly textured, with the close-packed planes ly-
ing in the layers. The high angle line widths imply typical
coherence lengths of 20—40 nm perpendicular to the layer
planes. Our CPP/CIP samples on sapphire typically give few
if any low angle satellites, a lack we attribute to a combina-
tion of curvature of the polished sapphire substrates, plus the
columnar growth often found in sputtered samples. As listed
in detail elsewhere, ' both the mean and median of the x-ray
derived bilayer thicknesses were about 4% less than the in-
tended thicknesses.

The total thicknesses tT of several nominally 720 nm
thick samples were checked with a Dektac sample profilo-
meter, and found to be within 5% of the intended values. '"

Cross-sectional TEM' measurements of Co/Ag samples
prepared in our sputtering system show that after a few uni-
form layers, columnar growth begins, with column widths
-20—40 nm. The individual layers are polycrystalline, with
crystallite sizes determined by the column width. Within
each column, the layering is usually rather good, but the
layers in neighboring columns are not always in registry.
NMR studies' show that our Co/Ag interfaces are rather
sharp, but incoherent, i.e., the Co and Ag have different in-
plane lattice parameters.

Measuring Uncertainties and Reproducibility. The uncer-
tainty in the CIP resistance, R=v/i, arises from the uncer-
tainties in v and i, each of which is measured with a sensi-
tivity of parts in 10 and an absolute accuracy of about 1%.
The main uncertainties in p=RA/2l are geometrical, with
the largest uncertainty being in the cross-sectional area A of
the narrow strips in Fig. I, for two reasons: (I) Sputtering
through the multilayer mask of Fig. 2 gives feathered rather
than sharp sample edges, which complicates measurements
of both the thicknesses and widths of the thin strips that
dominate the CIP resistance. (2) The combination of oscilla-
tion of the substrates over the Co and Ag targets, with sub-
strate inertia, can lead to only partial overlap of the Co and
Ag layers. Initially, the square sapphire substrates fit snugly
into their holders. But repeated cleaning with acid gradually
expands the holders until the substrates can shift slightly
when the holder stops over a target, if the substrates are not
locked tightly into place. The process of tightening involves
balancing the possibility of such a shift against that of too
much friction between the mask plate and the substrate
holder or even breaking the brittle substrate. Substrate shifts
offset the Co and Ag layers from each other along the narrow
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strips, usually leading to a smaller CIP-MR. Sometimes an
offset can be seen immediately, but other times it becomes
clear only after the samples sit for some weeks and oxidize.
In this paper we present only CIP data where the offsets are
small (thus omitting some data points previously published ).
The complete data are given elsewhere. '

Fortunately, substrate inertia should not affect the
CPP-AR, , as the Nb strips cross over the middle of the
sample. The largest uncertainty in R, is the 1% uncertainty in
the reference resistor. Except for an occasional sample with a
particularly small R,(10 0, the uncertainty in AR, is
dominated by the uncertainty in A = W, where the width W
of each Nb strip is measured with a surface profilometer (see
the Appendix). The resulting uncertainty in A usually ranges
from 2—5 %. Since our data actually vary by somewhat more
than 2—5 %, there must be some variations in the physical
and/or magnetic structures of individual samples. Attempts
to better characterize these structures are underway.

Typical magnetic field dependences of the CPP-R(H),
CIP-R(H), and mag etiznti aMon(H) of our samples are il-
lustrated in Fig. 5. For both CPP and CIP geometries, R(H)
is usually largest in the as-prepared state, which we designate

FIG. 5. (a) CPP-R(H) and (b) CIP-R(H) for a Co/Ag (6 nm/6

nm)6o multilayer, and (c) mag etinzati on&(H) for a similar
multilayer. The different CPP and CIP peak locations are due to
slightly different fields at the CPP and CIP portions of the sample
(see text).
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R(H, ) I.t then decreases with increasing field until it reaches
a minimum value above a saturation field H, , after which it
cycles reproducibly with field with subsequent maxima

R(H„) at a field H„. The remnant magnetization is typically
about 80% of the saturation magnetization.

Most investigators use R(H„) to calculate the CIP- and
CIP-MRs of Eq. (1), mainly because it is reproducible; i.e.,

the same value is obtained upon repeated cycling to above

H, , even after heating to room temperature and recooling. To
allow our data to be compared with data from other groups,
we must thus present it at H„. We, however, have argued
(see Refs. 4, 12, 20, and Sec. IV below) that, for most of our
samples, the nonreproducible R(H, ) is a better approxima-
tion to the resistance of the antiparallel (AP) state, state with
magnetizations M; of adjacent layers antiparallel to each
other, that is assumed in most theoretical analyses. For com-
pleteness, we thus present all of our CPP and CIP results in
this paper at both H, and H

In Fig. 5, H (CPP) is a little larger than H„(CIP), and
both are slightly larger than the coercive field, H, , where

~(H) =0. The different values of H„appear to be an arti-
fact of nonuniformity of the small magnet used in the present
measurements, leading to slightly different fields at the CPP
and CIP parts of the sample. Measurements using a system
with a more uniform magnet show identical H„values for
CIP and CPP to within the measuring uncertainty of a few
Oersteds. On the other hand, independent checks show that

H, does appear to be slightly smaller than H . We do not
consider this difference further here, other than to note that
Levy and Zhang have suggested that the difference could
result from different magnetic behaviors of bulk and inter-
face Co atoms. '

An issue that we have not yet addressed in print is the
possibility that the superconducting Nb leads above and be-
low the CPP part of the sample might change the field on this
part of the sample due to fIux expulsion from the Nb. If the
two Nb films and the sample multilayer were infinitely wide,
fIat planes, then the induced surface currents that eliminate
the applied field within the Nb, would produce zero net field
outside the Nb, thereby leaving only the applied field to act
on the sample. Since our experiments show little differences
in H or in variations with H for the CPP and CIP parts of
our samples, we infer from experiment that field end effects
in our "short-wide" geometry are small. However, we have
not yet been able to derive the corrections for field end ef-
fects corresponding to those derived for current end effects
in the Appendix.

There are also two problems in directly comparing the
CIP- and CPP-MRs for our samples.

(1) The CIP and CPP parts of the sample are not sputtered
onto the same material. The CPP part is sputtered onto 300
or 500 nm thick Nb layers, whereas the CIP part is sputtered
directly onto the substrate. At 4.2 K, such thick Nb would
superconduct and short out the CIP part. If the sample were
raised to above the Nb superconducting temperature, the Nb
layer would carry a significant fraction of the CIP current,
since its thickness (300—500 nm) is comparable to that of a
typical multilayer (720 nm). We show elsewhere' that, over-
all, the results for different situations are similar, CIP-MRs at
H, for CPP/CIP samples sputtered onto sapphire average a

bit larger than those for single films sputtered onto silicon or
20—40 nm thick Nb, but those at H„average a bit smaller.

(2) Our use of superconducting Nb contacts to ensure a
uniform current in the CPP portion of the sample also intro-
duces another complication. As detailed in Secs. IV and V,
the Nb/Co (superconductor/ferromagnet) interfaces on both
sides of the sample contribute terms to the CPP resistance.
These extra resistances cancel out of the numerator of Eq.
(1), but remain in the denominator, thereby reducing the
measured CPP-MR from what it would be for the multilayer
alone. The reduction is usually only several percent, but ex-
ceeds 100% in the largest case, where we have only two Co
layers and one Ag layer. We present both our MR data and
the ratio ~=CPP-MR/CIP-MR as measured, and indicate
only the largest corrections in Fig. 10(c) below. Complete
data are given elsewhere. '

Lastly, we note that the CPP and CIP resistances at H
and H, , and the resulting values of MR(H„), are all stable
over time; on three different samples they either stayed the
same [e.g. , MR(H ) =39% and 39%] or changed by only a
few percent of their initial values [e.g. , from MR(H~) =52%
to 50%] upon remeasuring after more than a year in air.

III. COMPARISON OF CPP- AND CIP-MRs

The samples described in this paper all have tAg and tc,
both ~1.5 nm to ensure continuous layers, ' and most of the
samples have t„~6 nm to minimize exchange coupling be-
tween the Co layers. Unfortunately, this range of layer thick-
nesses does not overlap with those in CIP-MR studies of
Co/Ag multilayers published by others. We, thus, have no
independent comparisons for either our CPP or CIP data.

We present CPP- and CIP-MR measurements for seven
series of multilayers. (1) Fixed Co thickness, tc, , and vari-
able Ag thickness, tAg with (a) t&, =6 nm and fixed total
thickness, tT=720 nm; (b) tc,=2 nm and fixed tT=720 nm;
and (c) tc,=6 nm and fixed bilayer number N=60. (2) Fixed
tAg =6 nm and variable tc, with (a) fixed tT=720 nm; and (b)
fixed N=60. (3) tAg=tc, with (a) fixed tT=720 nm; and (b)
fixed tAg=tc, =6 nm and variable N. Full details are given
Ref. 14.

(A) CPP-MR and CIP-MR. We look first at how our MRs
vary with tAg for fixed tc, . Figure 6(a) shows how
CPP-MR(H, ) and CIP-MR(H, ) vary for both t&, =6 nm and
2 nm [cases 1(a), 1(b), I(c)]. Figure 6(b) shows the related
variations of CPP-MR(H„) and CIP-MR(H ). We see that
(a) the CPP-MR is always systematically larger than the CIP-
MR; (b) as tA increases, the MRs first rise, pass through a
peak, and then gradually decrease, with more rapid decreases
for cases 1(a) and 1(c) than for 1(b); and (c) for tc,=6 nm,
the peak occurs at a larger value of tAg for H than for H
The initial rise in MR with increasing tA is probably due to
a decrease in ferromagnetic coupling between Co layers, but
it is not clear whether this decrease is due to a reduction of
"pinholes" with increasing tA, or to another cause. The
slower falloff in the CPP- and CIP-MRs beyond the peak is
more complex. For the CPP-MR, it is due in cases 1(a) and
1(b) to a more rapid fall in the numerator of Eq. (1) than in
the denominator, and in case 1(c) to a slower increase in the
numerator than in the denominator. The physics underlying
these behaviors in the CPP-MR will be discussed in Secs. IV
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FIG. 6. CPP-MR (~,0,6) and CIP-MR (X,+,~) vs tAs at H,
(a) and H (b) for a series of Co/Ag multilayers with fixed tc, .

(~,X) tc,=6 nm and t&=720 nm; (0,+) tc,=6 nm and N=60;
and (6,~) tc,=2 nm and tz =720 nm.

and V. For the CIP-MR, the falloff in all three cases [1(a)—
1(c)j is due mainly to decreasing ability of the electrons to
sample Co layers as tAg increases. ' Lastly, the reason why
for tc,=6 nm the MR peaks at a smaller value of t Ag for H
than it does for H is not yet known.

We examine next how the same quantities as in Figs. 6(a)
and 6(b) vary with tc, for fixed t As. Here, Figs. 7(a) and 7(b)
show that the MRs decrease monotonically with increasing
tc, with, again, the CPP-MR always larger than the equiva-
lent CIP-MR. For both the CPP-MR and the CIP-MR, the
increase in the denominators with increasing tc, simply wins
out over any bulk Co induced increases in the numerator. We
will see in Sec. V that, for large tc„ the decreases in the
CPP-MR are even faster than expected from these two
sources alone, suggesting that some other mechanism is also
operating.

Lastly, we examine how the same quantities as in Figs.
7(a) and 7(b) vary with t/, s or N when we hold t„s=tc, .
Figure 8 shows the data vs tAg for samples with fixed
tT=720 nm, and Fig. 9 shows the data vs N for these same
samples and for ones with fixed tAg=tc, =6 nm and variable
tz . In both figures, the MR increases with increasing number
of Co/Ag interfaces, demonstrating that the interface contri-
bution to the MR is very important. Again, the CPP-MR is
always several times larger than the CIP-MR.

(B) vr=CPP-MR/CIP-MR. To examine the relationship
between the CPP- and CIP-MRs quantitatively, we plot in
Fig. 10 their ratio ~=CPP-MR/CIP-MR versus tAg, tc„and
N for the data of Figs. 6—9, respectively. As in Figs. 6—9, the

FIG. 7. CPP-MR (~,0) and CIP-MR (X,+) vs tc, at H, (a)
and H„(b) for a series of Co/Ag multilayers with fixed tA: (~,X),
t As=6 nm and tz =720 nm; (0,+), tAs=6 nm and N=60.

data in Fig. 10 are not corrected for the resistances of the two
Nb/Co interfaces noted above, except for examples of some
of the largest changes due to corrections (diamonds) in Fig.
10(c). We see from Fig. 10 that the uncorrected 7t increases
from about 4 to 6 as tAg increases with tc, held fixed, but
remains nearly constant at 3 (to within experimental uncer-
tainty) as tc, increases with t/, s held fixed. For tc,=t„s=6
nm and variable N, the uncorrected m stays nearly constant,
but the corrected vr initially decreases rapidly with increasing
N. Unfortunately, we cannot say much about the variation of
m with increasing tc,=t„g for fixed tT, because the CIP-MR
data are not reliable for large tc,=t«.

IV. THE TWO CURRENT MODEL

We divide the conduction electrons in the multilayer into
two classes, spin up (+) and spin down (—) relative to an
arbitrary axis that, for simplicity, we take to be the axis of the
applied field. Two assumptions underly the two-current
model that we use in this paper:

(1) (+) and (—) electrons carry current through the
sample independently. The work of Fert and Campbell tells
us that this assumption requires the spin-mixing length in F,
l, , over which the currents mix, to be much longer than the
mean-free-path in F. As spin-mixing is due mainly to
electron-magnon scattering, this condition should hold at our
measuring temperature of 4.2 K. '

(2) The spin directions, (+) or (—), are maintained as the
electrons traverse the multilayer. Valet and Fert pointed out
that this maintenance requires two characteristic lengths, the
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spin diffusion lengths l,f and l,f, to be much longer than

t„g and tc„respectively, and the probability of spin Aips at
the FIN interface must also be small. Assumptions (1) and

(2) are not the same. In particular, l,f and l, are dominated
by different scattering processes. l, occurs only in the F
layers and is dominated by electron-magnon scattering. l,f is
affected by all spin-flip processes in either the F or N layers:
spin-orbit scattering, exchange scattering by paramagnetic
impurities in the N layers, and (at high temperatures)
electron-magnon scattering in the F layers. There is good
evidence that l,f is quite long at 4.2 K in nonmagnetic rnet-
als such as Ag (Refs. 8, 26, and 27) when they do not contain
impurities that Hip spins. l,f in ferromagnetic metals such
as Co should also be long because it is dominated by spin-
orbit scattering. ' The probability of spin Hips at a sharp
Co/Ag interface is likely small, but might become significant
if the Ag and Co form a paramagnetic alloy. Fortunately, Co
and Ag have very small mutual solubilities. "

When conditions (I) and (2) are satisfied, AR, for elec-
trons of spin direction (+) or (—) has been shown to be
"self-averaging, ' i.e., the total scattering probability for an
electron of a given spin direction that passes though the
multilayer is simply the sum of the average scattering prob-
abilities in the individual layers and at the interfaces. The
usual mean-free paths for momentum transfer that appear in
the resistivity, P „' and X, drop out of the problem, and
AR, for a given spin direction is simply the series sum of
the appropriate resistivities times layer thicknesses, p;t;, of
the materials comprising the multilayer, plus the ARs for all
of the interfaces in the multilayer, independent of the ratios
tc, /k ' and tA. /k„. One then obtains expressions for the

FIG. 9. CPP-MR (~,0) and CIP-MR (X,+) vs N at H, (a) and

H„(b) for: (~,X), tc, =t& with t7 =720 nm, and (0,+),
tcp tAg 6 nm.

CPP-AR, s [Eqs. (2) and (3)] that are simple and give direct
access to the fundamental physical parameters.

We are especially interested in AR, in two specific mag-
netic states.

(A) Parallel (P) alignment of all of the local layer magne-
tizations, ~;; of the Co layers. This alignment can be
achieved simply by raising the applied magnetic field H to
above the saturation field H, at which all of the layers align,
giving the saturation magnetization, ~, .

(B) Antiparallel (AP) alignment of the ~~;, giving total
magnetization ~r=0. Here, the situation is more complex.
In a variety of multilayers, coupling between the F layers
oscillates from ferromagnetic (f ) to antiferromagnetic (af )
with decreasing coupling strength as t~ increases. To avoid
any systematic changes in coupling with changes in tAg or
tc, , we limit our analysis to samples with tA ~6 nm, where
the data on oscillatory MR for a variety of metals indicate
that the F layers should be "uncoupled. " ' We showed in
Sec. III that the CPP-MR then varies monotonically with tA
or tc, .

If each Co layer is a single magnetic domain, with an ~~;
that can point only along or opposite to the applied magnetic
field, then Zhang and Levy have argued ' that the condition
of total magnetization, ~=0 should uniquely determine the
CPP-AR, . Our data, however, do not show any such agree-
ment at the two fields where ~~=0, H for the as-prepared
sample, and H near the coercive field H, after cycling to
above H, . Rather, as shown in Fig. 5 and elsewhere, AR,
for our uncoupled samples (tAs~6 nm) is systematically
larger at H, than at H„. We must thus conclude that (a) our
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make such a direct proof that AR, (H, ) =AR, for uncoupled
Co/Ag samples. We have only indirect evidence of such near
equality, in that values of AR, (H, ) for uncoupled Co/Ag
multilayers ' are quite similar to those for uncoupled Co/Cu
multilayers with the same layer thicknesses. ' Thus, strictly,
for Co/Ag we must simply try H and examine the outcome.
We have argued explicitly elsewhere that AR, (H, ) for un-
coupled Co/Ag samples is certainly a better estimate for
AR, than is AR, (H„). But, for completeness, and for com-
parison with data from other groups, we also include in the
present paper data for AR, (H„).As for the CPP-MRs in Sec.
III, the data for AR, (H„) behave qualitatively similarly to
those for AR, (H, ), and yield parameters that are mostly only
modestly different (Table I). More complete H„data are
given elsewhere. '

With this background, we now turn to the phenomeno-
logical equations to be tested, which we derived, but which
were presaged by the work of Zhang and Levy (see also
Edwards, Mathon, and Bechara Muniz ).

We take the Ag layer resistivities to be spin independent,
pAg=pAg=2pzg, and assume that the resistivity of an elec-T

tron passing through a Co layer, and the Co/Ag interface
specific resistance, are both determined only by whether the
electron spin is along or opposite to the local layer magneti-
zation ~;.Using the notation of Valet and Fert, we write

pco (pc,) and Rco/&g (Rco/~g) for spin along (opposite to)
~, , and define the parameters of interest by: pc, =2pc,(I

P)=2pco/(I+A) /ic. =2&c.(I+&)=2&co (
and, similarly, Rco/Ag 2Rco/Ag(1

——~ y) = 2Rco/Ag/(1 7).
Here ARc,&Ag defines the magnitude of the Co/Ag interface
resistance, and the "bulk" and "interface" anisotropy param-
eters P and y are related to the more standard spin dependent
anisotropy parameters, nF = p Flp F= (1+P)/( I —P) and

nF///=RF//v/RF//v=(1+ 7)/(I —y). Lastly, we account forl T

the interface resistances between our Nb and Co layers, by
including R xb/co =R xb/co =2R Nb(co in each currentT — l

channel. ' For our Co/Ag multilayers, AR, and AR,
should then be given by

FIG. 10. (a) vr=CPP-MR/CIP-MR vs tAg at H, (filled symbols)
and H„(open symbols) for fixed tc =6 nm with ( ) tr=720 nm
and (0) N=60, and for tc,=2 nm with (A) tr=720 nm. (b)
it——CPP-MR/CIP-MR vs tc, at H, (filled symbols) and H„(open
symbols) for fixed t&g=6 nm and ( ) tr=720 nm and (0) N=60.
(c) m=CPP-MR/CIP-MR vs N at H, (filled symbols) and Hp (open
symbols) for tAg=tc„with ( ) tr=720 nm and (0) t„g=tc,=6
nm. The diamonds (0) represent the data after correction by sub-
tracting 2ARc,&Ag=6 fA m from the denominator of the CPP-MR
(see text).

Co layers are not single domain, and (b) that the condition
.~=0 does not uniquely specify AR, in our samples.

For Co/Cu multilayers with tc,=1.5 nm, the Co layers are
known to have strong af coupling when tc„=0.9 nm. By
combining the measured AR, for this value of tc„, with ex-
trapolation of Eq. (2) below to its independently determined
limit at tc„=tT, we showed that, ' for uncoupled Co/Cu
samples, AR, (H, ) lies close to AR, . Since Co/Ag does not
show similarly strong af coupling, we have not been able to

AR, =2 A&Rb/co+(N 1)p&gtAg+Np—cotco

+ 2(N —1)ARp, /A,

AR, =AR, LNPcopc, tco

+ 2(N 1)7'Co/AgARCo/Ag] /AR—,

(2)

(3a)

/WAAR, AR, ]AR, =NPcop—cotco

+ 2(N —1)@co//, gARco/Ag .

Here the N —1 terms result from assuming that the last Ag
layer becomes superconducting by the proximity effect of its
contact with Nb. When a Co capping layer is used, the N —1

multiplying p~ becomes N, the N multiplying pF becomes
N+1, and the 2(N —1) multiplying ARP/~ becomes 2N
Such differences are usually of minor importance for Co/Ag,
as pAgtAg, pc, tcp and 2ARCO/Ag are all comparable to our
measuring uncertainties. Rearranging Eq. 3(a) gives
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TABLE I. Two-current model parameters for H, (columns 2, 3) and for H„(column 4). Column I
contains the three parameters that can be independently measured. Column 2 contains parameters previously
derived from three sets of data, assuming the listed independent measurement for 2ARNb/c, .

2ARNwco(f& m')

pA (nA m)

pc. (nn m)

pc", (nA m)

~Co

ARc.kg (ffI m')

ARco/Ag (fII m )

YCo/Ag

~Co/Ag

Independent
measurements

10+1

68+10

H, (3 sets)

10~3
82+13

107~10
0.48 ~0.05
2.9~0.4

0.56~0.03
0.16~0.04
0.85 ~0.03

12",

H, (4 sets)

6.9~0.6
7.3~1.9
77~ 12

100~6
0.48 ~0.06
2.9~0.4

0.60~0.02
0.18~0.02
0.84~0.04

11.5+

H„(4 sets)

7.3~0.6
10.9~ 1.9

77~34
84~6

0.29~0.06
1.8~0.4

0.45 ~0.02
0.15~0.02
0.82~0.05

10+2

For fixed tc„Eq. 3(b) predicts that a plot of the measured
left-hand side (LHS) versus N 1 shoul—d give a straight line
passing closely through the origin (for t&,=6 nm, the offset

Pc,Pc,t&,-0.3 f0m is less than our measuring uncer-

tainty), with slope independent of both pAg and tT. We have
shown that this slope is essentially the same for multilayers
of both Co/Ag (pAg=10 num) and Co/AgSn (pAgs„=190
nA m) with fixed tc,=6 nm and tT =720 nm, ' and also for
Co/Ag with fixed tc,=t&g=6 nm and tT varying from 18 to
720 nm. These two Co/Ag data sets are included below.

We note that, if the Nb leads were eliminated, the first
term in Eq. (2) would disappear, but both forms of Eq. (3)
would be unchanged, i.e., Eqs. (3a) and (3b) retain the same
form, whether or not the term 2ARNb/c, is included in Eq.
(2). We will use this fact in our analysis in Sec. V.

Equations (2) and (3) contain six parameters, four in Eq.
(2), 2ARNblco pAg pco pco/(1 —P ), and ARcolAg
=(ARC,«g)/(1 —

y ), and two more in Eqs. (3a) or (3b),
Pc„and yc,&Ag. Of these, three can, in PrinciPle, be inde-
pendently measured: 2ARNb/c, using a series of sputtered
Nb/Co/Nb sandwiches with varying Co thickness, and pAg
and pc, on sputtered thin films. The results of such indepen-
dent measurements, and their estimated uncertainties, are
listed in column 1 of Table I.

V. DATA AND ANALYSIS

A. Fit to four already published data sets

As discussed above, to minimize coupling between the Co
layers, we limit our fits to multilayers with tA «6 nm. To
avoid situations where the hysteresis curves have shown ad-
ditional structure beyond that in a simple multilayer, '" we
also limit the fits to tc,~18 nm.

To compare data for ranges of tAg and tc, with any simple
model for AR, , requires that the physical structure of the
multilayers (which determines the Ag and Co resistivities pAg
and pc, , and the Co/Ag specific interface resistance ARc,«g)
and the magnetic structures of the Co layers both be inde-
pendent of tA and tc, . We know, however, that our multi-
layers grow in columns beyond the first few layers, and that
such growth can lead to increasing structural (including in-
terfacial) disorder with increasing total sample thickness,

tT. ' ' Also, at 4.2 K, the resistivities of pure bulk Ag and
Co are negligible compared to what we measure for sput-
tered thin Ag and Co films or infer about the Ag and Co
layers in our multilayers. The film or layer resistivities must
thus be determined by defects (grain boundaries, disloca-
tions, etc.), the nature and concentration of which may
change with tAg and tc, . The magnetic structure of the Co
layers might also change with tc, because, among other rea-
sons, Co can change its physical structure with increasing
thickness, from the fcc structure of Ag for very thin Co lay-
ers, to the bulk Co hcp structure for very thick ones. For all
these reasons, when we began our studies, it was not clear
that even a correct simple two current model would accu-
rately describe multilayers over wide ranges of t„g, tc„and
total thickness, tT, using fixed parameters for Co, Ag, and
the interfaces.

In our previously published analyses of Co/Ag data, ' "
we used three sample sets with fixed tT=720 nm, (a) t&,=6
nm, (b) t&, =2 nm, and (c) t~g=t&, ~18 nm, and assumed the
independently measured value of ARNb/C, =6.1~1 fA m .
The values thus derived for PAg, Pc„Pc„ARC,«, and

yc,/Ag are given in column 2 of Table I.
In the present analysis, we add a fourth set, (d) fixed

tAg=tc, =6 nm with variable tT, also add a few data points
taken since the previous publications, and then calculate all
six parameters with a two-part "global fitting" procedure
based upon Ref. 38 and described in detail in Ref. 14.

The first part involves least-square minimization of g for
a set of four linear equations derived by applying Eq. (2) to
the four sets of data. As an example, we write out Eq. (2)
explicitly for case (a), fixed tc,=6 nm and fixed tT=720 nm.

AR, = 2ARNggc, + [(N —1)/N jp~gtT+ pc, tc,+ (N 1)—
X[(pc,—p~ )t&,+2ARC,«]. (4)

With both tc, and tT constant, Eq. (4) predicts a linear varia-
tion of AR, with N —1, with an extrapolated ordinate inter-
cept that is independent of the magnetic layer except for the
extra term p&,tc -0.7 f0 m, which is smaller than our
experimental uncertainty. Both the H and H„data of Fig.
11(a) are consistent with straight lines extrapolated to the
ordinate axis close to the expected value of
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FIG. 11. (a) AR, (H) vs N —1 for H, , H, and H,
for samples with tc, =6 nm and t r =720 nm. (b)
g[AR, (H, ) AR, (H, )]AR,(H,—) vs N 1. The solid lines—are fits
with the parameters in columns 3 or 4 of Table I. The dashed curve
is calculated from the VF theory for l,f = 100 nm and l,f = (x .

AR/ =ARg [NPcopcotco+2(N

—1)yco/AgARco/Ag] /AR, (5a)

and

2ARNb/c, +pAgtr=13 ffl m (arrow) obtained from the inde-

pendently measured quantities in column 1 of Table I. The
downturn in the curves in Fig. 11(a) at small N is due to the

(N 1)/N factor —multiplying pAg t T .

These four linear equations are solved for the four param-
eters of Eq. (1).The results of 0, are given in in column 3 of
Table I, and the equivalent results for H are given in column
4. The fits for the AP states are shown in Figs. 11(a)—14(a) as
solid lines for both H, and H . Importantly, the values of
2ARNb&c, and pAg derived for both H and H„agree with the
independently measured ones in column 1 to within mutual

uncertainties, and the new values of pc, and ARC, &A for H
also agree with those in column 2. Lastly, the values of pc,
and AR&,&A for H are only about 20% less than those for
H

The second part of the analysis involves least-squares
minimization of y to find pc, and yc, /Ag from either Eqs.
(3a) or (3b). Again we write out explicitly the equations for
case (a):

FIG. 12. (a) AR(H) vs N 1 for H,—, H„, and H,
for samples with tc,=2 nm and t7 =720 nm (b)
g[AR, (H, ) AR, (H, )]A—R,(H, ) vs N 1. The so—lid lines are fits
with the parameters in columns 3 or 4 of Table I.

g[AR —AR, ]AR

= (N 1)[Pcopcotco+ 2 y—co«gARco/Ag]+ Pcopcotco.

(Sb)

From Eq. (4), we see that AR, is linear in N 1 for large N, —
but becomes nearly constant for small N. This behavior
causes the AR, of Eq. 5(a) to deviate from linearity in N —1,
thereby explaining the curvature at low N —1 of the H, data
of Fig. 11(a) needed to reach the same intercept at N 1=0-
as that for AR, . Equation (5b) predicts that a plot of the
square root LHS versus N —1 should give a straight line
passing very close to the origin, a prediction consistent with
the data of Fig. 11(b).

To test the sensitivity of pc, and yc, /Ag to fitting proce-
dure, we used two alternatives to calculate these two quanti-
ties, assuming the values already determined for pc, and

ARco/Ag
(A) Fit the appropriate form of Eq. (3b) [e.g. , (5b)] using

the experimental data for both AR, and AR, . The values
for this fit, our preferred one, are given in column 3 of Table
I for H and column 4 for H„. The resulting curves for the
H, data in Figs. 11(a)—14(a) and for the square-root data of
Figs. 11(b)—14(b) are shown as solid lines similar to those
for H and H„. These curves agree with the data of Figs.
11—13 to well within their uncertainties. The arrows on the
ordinate axes of Figs. 11—13 are the extrapolated intercepts
predicted for AR, with no adjustability from the indepen-
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The solid lines are fits with the parameters in columns 3 or 4 of
Table I.

dently measured values of ARNb&c, and pAg given in column
1 of Table I. In all three cases the data are compatible with
these predictions. For Fig. 14, the curves also agree to within
mutual uncertainties with those data for t~s=t&, ~18 nm (N
—1~19) that were included in the fits. However, the curves
lie at the upper end of the uncertainties for the thickest of
these layers and clearly lie above the data for still thicker
layers.

(8) Fit the appropriate form of Eq. (3a) using the experi-
mental data for AR, , but values for AR, calculated from
the fit to the appropriate form of Eq. (2). The values from
this fit, given elsewhere, ' agree with those in column 3 of
Table I to within their mutual uncertainties.

In the fits to the H, and H data, the number of degrees of
freedom are the number of data points (36) less the number
of parameters (4), giving 32. The derived values of g were
-225, indicating that the deviations of the data from the fits
are not determined solely by measuring uncertainties. We
presume that the deviations are due not to failure of the equa-
tions, but rather to small, uncontrolled, changes in sample
physical and magnetic structures in different sputtering runs,
or as tAg and tc, change. Based upon this assumption, we
determine the uncertainty for each parameter given in Table I
by multiplying the uncertainty from the least-squares mini-
mization by the square root of the ratio of g to the degrees
of freedom, $225/32=2. 7. We examine correlations be-
tween p and 7 elsewhere. '

Since the new global fit to the four sets of combined H,
and square root data gives values of the parameters
2ARNb&«, pAg, and p«, consistent with those independently
measured, and values of the parameters ARp, &A, pc, , and

yc,«g consistent with those we previously derived using a

FIG. 14. (a) AR, (H) vs N —1 for H, , H„, and H, for
samples with tc,= t A, and tr= 720 nm. (b)

g[AR, (H, ) AR, (H, )]A—R,(H, ) vs N 1. The solid lines—are fits

with the parameters in columns 3 or 4 of Table I. The dashed and

broken curves are calculated from the VF theory for L,f = 100 nm

and l,f =6 nm, respectively, with the other taken as infinite.

subset of the same data (column 2), we conclude that these
parameters provide a meaningful representation of the four
data sets for our Co/Ag samples. The question of the stability
of Pc„yc,«s, and ARc, tAs under more general PreParation
conditions requires further study.

B. Predictions of the behavior of new data sets

With the success of the previous section in hand, we ask
next how well the parameters in columns 3 and 4 of Table I
can describe data taken on three additional sets of samples,
one with tc, and N held fixed and t„varied, and two with

tAg held fixed and tc, varied.
We consider first the samples with variable tAg . For these

samples, Eq. (2) predicts that AR, should increase with

increasing tAg, due only to the term pAgtAg, and the square
root on the LHS of Eq. (3b) should be constant. Data on
samples prepared along with the others in this paper are
shown as open symbols in Fig. 15, and the predictions of the
parameters in columns 3 are again shown as solid lines. The
data can be viewed in two ways: (a) as consistent with pre-
dictions, to within uncertainties, for tAg~15 nm, but then
falling below for larger tAs, or (b) as simply having the
wrong slopes, negative for AR, (H, ) and the square root and
nearly zero for AR, (H„) and AR, (H, ), instead of positive for
all three AR, s and zero for the square root. Since the dis-
agreements between the data and predictions hinge upon a
single datum for tAg =30 nm, we recently sputtered a new set
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FIG. 15. (a) AR, (H) vs N 1 for H, ,
—H„, and H, for samples

with tc,=6 nm and N=60. (b) /WAAR, (H, ) AR, (H, )]A—R,(H, ) vs

N —1. The solid lines are fits with the parameters in columns 3 or 4
of Table I. The dashed curves in (a) are calculated from an approxi-
mation to the VF theory for /, fs=100 nm and l f'=~ (see text).
The dashed curve in (b) is calculated from the VF theory for l,sf
= 100 nm and l,f =~. The open symbols designate samples made
along with the others in this study. The filled symbols designate
samples made more recently (see text).

FIG. 16. (a) AR, (H) vs N 1 for H, —, H„, and H, for
samples with t A, =6 nm and tr =720 nm. (b)

/WAAR, (H, ) AR, (H, )]AR,(—H, ) vs N 1. The solid line—s are fits

with the parameters in columns 3 or 4 of Table I. The dashed curves
in (a) are calculated from an approximation to the VF theory for
l,f =0.5 nm and l fs=~. The dashed curve in (b) is calculated from
the VF theory for l,f'=0.5 nm and l,f =~.

of samples, including two with tAg=30 nm, this time with a
6 nm Co capping layer to kill any proximity effect between
the top Ag layer and the covering Nb strip. To within internal
variations in each set, the new data (filled symbols), agree
with the old ones (the corrections for the capping layer are
(I fAm ). The new data confirm a clear deviation from
prediction for tAg =30 nm, but slightly strengthen the case for
consistency with predictions for tAg~20 nm. Two obvious
potential sources of the deviations for tAs=30 nm are (a) a
finite value of I fs, and (b) changes in structural properties of
the Ag and Co with increasing tA that change pA, pc„and
ARC,« . We consider these alternatives below, after exam-
ining data for variable tc, .

Figure 16 shows the data and predictions for fixed
tT=720 nm, and Fig. 17 shows them for fixed tA~=6 nm and
N =60. The H, data are all consistent with prediction, except
for the tc,=60 nm point in Fig. 16, which suggests some
structural change in that sample. In contrast, the H, H
and square root data fall increasingly below the predictions
as tc, increases beyond 9 nm (in Fig. 16, where N 1 de-—
creases below 50). In addition to the possible sources for
deviations listed for the data of Fig. 15, except with l,f re-

placed by l,f, there is now also the possibility of changes in
magnetic properties with changing tc„such as increased
coupling as the Co layers thicken. We briefiy examine these
possibilities, particularly that l,f and l,f could be finite.

C. Examination of effects of finite I,f and I,f'

To study effects of finite l,f and l,f, we must use gener-
alizations of Eqs. (2) and (3) by Valet and Fert (VF). Be-
cause their equations are complex, we limit ourselves to
graphical analysis. For two reasons, this analysis is only
semiquantitative. First, the VF equations result from a
lowest-order analysis that is valid only when l fg&) P „and
l f'&&X ' For our multilayers, X g-80 —100 nm and X

'
—10—40 nm, and we will see that potentially interesting
values of l,f or l,f are less than or equal to these values. A
quantitative comparison must thus await extension of the VF
analysis to higher order. Second, the VF equations have not
yet been rigorously generalized to samples with supercon-
ducting Nb contacts. Since, as noted in the discussion after
Eq. (3), Eq. (3b) is the same with or without Nb contacts, we
approximate the effect on Eq. (3b) of reducing l fs and l,f by
using the VF equations directly. ' For Eqs. (2) and (3a), in
contrast, we must correct for the Nb contacts. There, we use
an ad-hoc procedure developed by one of us that reduces to
Eqs. (2) and (3a) with Nb contacts in the limit l fs and l,f=~, and approximates the VF equations elsewhere.

The VF predictions for the square root functions of the
samples of Fig. 11, fixed tc,=6 nm and Fig. 14, tc,=tAg, are
shown in Figs. 18 and 19, respectively, as dotted curves for
reduced l,fg and dashed curves for reduced l,f . In both fig-
ures the predictions are clearly much more sensitive to l,f
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FIG. 19. /WAAR, (H, ) AR, (H,—)]AR,(H, ) vs N 1 for the—data

of Fig. 14. The solid line is calculated from Eq. (2b) (I,"f =l,f'
=~) with the parameters of column 3 of Table I. The dotted curves

are calculated from the VF theory for the indicated values of l,f,
with I,f =GG. The dashed curves are calculated from the VF theory
for (top to bottom) I,f'= 12, 6, 3, and 0 nm with l,"f =~.

FIG. 17. (a) AR, (H) vs tc, for H, , H„, and H, for samples

with tAs=6 nm and N=60. (b) g[AR, (H, ) AR, (H, )]A—R,(H, ) vs

N —1.The solid lines are fits A with the parameters in columns 3 or
4 of Table I. The dashed curves in (a) are calculated from an ap-

proximation to the VF theory for I,f =0.5 nm and l,"f =~. The
dashed curve in (b) is calculated from the VF theory for l~f'=0. 5

nm and l,sf

than to l,f'. In Fig. 18 (data of Fig. 11), the solid straight line

for l,f = l,f =~ gives the best fit, showing that the data are

consistent with very long l,f and l,f . Similar behavior was

found also for the data of Figs. 12 and 13. In Fig. 19 (data of
Fig. 14), in contrast, better fits are found with either l,fs
—100 nm or l,f'-6 nm. We thus have two possibilities: (a)
that l,f —100 nm and/or l,f -6 nm, and the parameters of
Table I have to be modified to fit the data of Fig. 18 with

such values; or (b) that l,fs and l,f' are both much longer than

these values, and the deviations of the data of Fig. 18 from
the solid line have other causes. Based upon our previous

estimate of l,f -500 nm, and the expectation that l,f
should be much longer than 6 nm, we favor alternative (b).
But to test the two alternatives further, we now examine
whether l,f —100 nm and/or l,f -6 nm can explain the de-

viations from predictions found in Figs. 15—17.
Figure 15 shows that most of the deviations of the H, ,

Hp and square root data from the straight 1ines for l,f
can be described by I,f =100 nm, leaving only a modest
residual to be explained by structural changes. For H, , how-

ever, l,f =100 nm gives almost no change from I,f =~, and
almost all of the observed deviations must be attributed to
structural changes. Combining these results, we see that
some structural changes must be included in a complete de-
scription of the data. And, as noted above, some structural
changes are inevitable, since our sputtered samples, like
most others, ' ' grow in columns with widths that increase
somewhat with layer thickness. As direct evidence for some
changes, Table II shows that H increases systematically
with increasing tA, a behavior that requires changes in the
properties of at least the Co layers (or in their coupling) with

tAg. Further studies are needed to see if changes in the resis-
tivities of the Co and Ag layers alone are large enough to
explain the behavior of our data.

p 80
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20 40 60
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FIG. 18. /WAAR, (H, ) AR, (H, )]AR,(H, ) v—s N 1 for the data-
of Fig. 11. The solid line is calculated from Eq. (2b) (l,fs=l,f'
= ~) with the parameters of column 3 of Table I. The dotted curves
are calculated from the VF theory for the indicated values of I,f,
with I,f =~. The broken lines are calculated from the VF theory for
values of I,f'=3 nm (top), 1 nm (middle), and 0 nm (bottom), with
)Ag
sf
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TABLE II. H„-CPP (rounded to nearest 5 Oe) vs tAs for samples
with fixed tc,=6 nm and N=60. Old samples (open symbols in Fig.
15) were sputtered at the same time as most of the others in this

paper. New ones (filled symbols in Fig. 15) were sputtered more
recently.

t A (nm)

6
9

12
15
18
20
30

H (Oe) (old)

75—110'
90

95,115
120,155

180
185

H„(Oe) (new)

85
95,105

145

165,195

'Six values ranged from 75 to 110 and averaged 90.

Turning now to Figs. 16 and 17, we find that even reduc-
ing l~f' to 0.5 nm (Ref. 40) is not enough to describe the data
for H, H„, and the square root. While the VF, analysis
breaks down for such small values of l,f'(&&X„'), it seems
unlikely that it will do so in just the way needed to fit the
data. Rather, the deviations are much more likely due to
structural or magnetic changes. Since we do not see how
structural changes alone could so strongly affect AR, (H, )
and AR, (H ), and yet so little affect AR, (H, ), which is very
nearly as expected for l,f'= ~, we infer that the deviations of
the data from predictions in Figs. 16 and 17 arise from in-
creased ferromagnetic coupling between Co layers as tc, in-
creases but tA~ is held fixed. Such coupling might arise from
increasing Co layer roughness or increasing number of "pin-
holes. " The magnetization curves do not show any direct
evidence of such increased coupling, but these curves look
very similar t see Fig. 5(c)] for all tc,&20 nm, and may well
be dominated by the behaviors of the individual layers.
These samples need to be studied by techniques that could
reveal any increased coupling. We conclude by noting that
increased coupling of Co layers with increasing tc, could
also explain why the AR, (H, ) and AR, (H„) data in Fig. 14
fall below the predicted straight lines as N~O. The fact that
tA is increasing also, provides a natural explanation for why
the deviations from predictions in Fig. 14 are smaller than
those in Figs. 16 and 17, where tA~ is held fixed.

VI. SUMMARY AND CONCLUSIONS

In Sec. II, we described how we make Co/Ag multilayer
samples for simultaneous CPP-MR and CIP-MR measure-
ments, focusing upon a masking system. In Sec. III we re-
ported two important sets of results on Co/Ag multilayers
with wide ranges of Co and Ag layer thicknesses. (1) We
found the variations of the CPP- and CIP-MRs with t~~ and

tc, to be qualitatively similar to each other. These similarities
suggest that the parameters that control the CPP- and CIP-
MRs are also likely to be similar. (2) At both H, and H„, we
always found CPP-MR)CIP-MR, with their ratio ~ ranging
from 3 to 6. This behavior strongly supports theoretical pre-
dictions of m)1. '

In Sec. IV, we outlined the two-current, series resistor
model to be used in analyzing our CPP-AR data quantita-
tively, noting the assumptions underlying the model and its

limitations, the most important of which is that it assumes
very long spin-diffusion lengths (l,fs, l,f'&otAs, tc,). In Sec. V
we examined the ability of this model to describe data on a
wide variety of Co/Ag multilayers, using data for both H
and H . We find that the six parameters obtained by fitting
the model to the data of Figs. 11—14 at H, and H, (or H„
and H, ) agree to within mutual uncertainties both with the
five parameters obtained from earlier fits to the data of Figs.
11, 12, and 14 alone, and with the three found from indepen-
dent measurements. The curves then obtained from these pa-
rameters describe the data of Figs. 11—13 very well, with no
need for corrections for any changes in structural properties
(i.e., in pcs, pc„or ARc„As) with changing tc, or t„s. The
curves also describe reasonably well those data of Fig. 14
used in the fit, i.e., tc,=t„~~18 nm. For thicker Co and Ag
layers, however, significant deviations of the data from the
curves require for their explanation either smaller values of
l~f and l,f' (i.e., l,fs-100 nm or l,f'-6 nm), or else changes
in physical or magnetic structures with increasing tc,=t«.
Independent evidence suggests that such small values of
l,f and l,f are unlikely, placing the burden mainly on struc-
tural changes. The data of Fig. 15 also deviate from the pre-
dicted curves. These deviations can be explained either by a
combination of l,f = 100 nm plus modest structural changes
with changing tc„ tA, or by a larger l,f and larger struc-
tural changes. Lastly, the data of Figs. 16 and 17 deviate
most strongly from predictions and cannot be explained even

by reducing l,f to nearly zero. Those deviations must be due
to increased ferromagnetic coupling between Co layers as tc,
increases, a mechanism that could also explain the smaller
deviations from prediction of the data of Fig. 14. However,
independent evidence of such increased coupling remains to
be obtained. We conclude that we now understand much
about the CPP-MRs of Co/Ag multilayers, but that further
studies of effects of changes in structural and magnetic prop-
erties are needed to understand them completely.
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APPENDIX: ANALYSIS OF "NONIDEALITIES" IN OUR
CROSSED-STRIP GEOMETRY (FIG. I)

l. Edge and corner effects

Consider two long, thin superconducting strips of width
8" that are "crossed" on opposite sides of a slab of thickness
t, lateral extent 2R, and conductivity o; Fig. 20(a). The po-
tential difference between the strips is V and the total current
Aowing between them is I. For our samples, %=1.1 mm,
R-2W, and t=0.7 p,m. A perspective view of this geometry
is shown in Fig. 20(b), where the slab is omitted for clarity
and the dashed lines indicate the boundary of the overlap
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Upper Nb Strip~ Sample

Low Nb Strip

W
ubstr ate
urface

region WX W. The "edge" (I,) and "corner" (I,) fringing
currents are shown for one side of the top strip.

Summary of mathematical results

Edge currents: I, Bows from near an edge of one strip to
the opposite strip. These currents are significant only within
=t of the O'X W boundary. With four edges,
I,=(VW rr/t)4n(t/W), where crl (n4)/m=0. 44, see (a),
below.

Corner currents: I, flows between the corner-shared ex-
tended edges (beyond WX W), as shown. The E field will
vary as=1/r, where r is the radial distance from a corner.
Since at the four corners the shortest distance between the
strips is t, we integrate from r=t to r=R, and obtain
I,=(VW olt)4P(tlW) ln(Rlt), where P=(2/~)=0. 64, see
section (b) below.

The total current should thus be

I= (W'Va lt) [1+4cr(t/W) +4 p(tl W)' ln(R/t)

+higher order],

and in terms of the correct AR(CPP), we obtain

AR(CPP) = (tl a )

=[W VII][1+4cr(t/W)

(A1)

2R

(a)
FIG. 20. Top (a) and perspective (b) view of crossed-strip ge-

ometry.

FIG. 22. Schematic of a sample with Nb strip profiles such as
that shown in Fig. 4 in the text.

upper strip in Fig. 20. In Fig. 21(a), the whole region be-
tween y =0 and y =2t is filled with material of conductivity
o.. The problem is solved by the conformal map x+iy
=in[cosh(u+ iv)], where the lines of constant v in the x,y
plane are equipotentials. Upon scaling we obtain the poten-
tial 4= Im(2V/vr) arccosh(exp[sr(x+ i y )/2 t]) Com.puting the
vertical electric field at the lower conducting slab surface
from: E= BrrPI By

~ o, we find directly that E(x)
= (Vlt) [e i+I],where (=(mx/2t). Integrating along
the bottom plate in the above figure from x = —~ to +W, we
find

f0
I= Wo.

g —oo

IR
E(x)dx+ Wo. [E(x)—Vlt]dx (A3).

Note for Eq. (A3) that I is defined in terms of the deviation
of E(x) from the ideal case where E(x) =0 for —B(x(0
and E(x) = Vlt for 0(x(W. In the limit e '(&I, the upper
limit of the second integration can be taken equal to ~ and
we obtain n=ln(4)/vr.

(b) Evaluate p for I, : Figure 21(b) shows how we ap-
proximate the three-dimensional (3D) problem for Fig. 20(b)
by a 2D geometry, where the inner cutoff is t, the minimum
distance between the two strip extensions in Fig. 20. We thus
ignore the component of the field lines that is perpendicular
to the slab. We use the conformal map x+I'y=e'+". Now
the electric field falls off as 1/r from the center, which yields
a logarithmic term: i.e., E= (2/~)(V/r) gives

fR
I= a t E(r)dr = (a t2VI ~)ln(Rlt),

X
Conductive

Slab

FIG. 21. (a) Approximate geometry for evaluating a for I, . (b)
Approximate geometry for evaluating p for I, .

+4p(t/W) ln(R/t)+higher order],

(A2)

with t/W=O 6X10, AR.(CPP) differs from (W VII) by
=0.1'Fo.

(a) Evaluate a for I, : In Fig. 21(a), the y=t and y=0
planes contain the upper and lower strips of Fig. 20, respec-
tively. The third conductor in the y=2t plane is a math-
ematical device included to satisfy the boundary conditions
imposed by the slab having a free surface in the plane of the

so that p=(2/7r).

2. The lack of sharp Nb strip edges

Figure 4 in the text shows an actual surface profile for a
Nb strip on one of our Co/Ag samples demonstrating that
sputter deposition through a contact mask does not produce
sharp edges. Since a sample of thickness t (=0.7 mm) is
deposited on top of such a strip, we ask: What are the con-
sequences for AR(CPP) measurements of the strip edges not
being sharp? In Fig. 4 the assigned width 8' of the strip is
indicated by the two dotted lines. These dotted lines are po-
sitioned where the apparent thickness of the Nb is less than
about 10 nm, a thickness below which independent experi-
ments by us indicate that a Nb film in contact with Co is
normal at 4.2 K. Based on three profile measurements of
each strip, we usually determine W to an accuracy of
=~2%. Thus in defining the area of the WX W region with
nonsharp edges, our typical random uncertainties in A are=
=~4%.

Do nonsharp edges cause significant systematic errors in
AR, (CPP)? In Fig. 22 we redraw (not to scale) Fig. 4 sche---
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matically. The main question is how the true thickness of the
sloping edges, t', compares to t. If shadowing was minimal,
the thickness t' of the sample perpendicular to the sloping
Nb/sample boundary would be less than t. In fact in the limit
of a sharp edge (vertical slope), t' would approach zero,

causing a short between the two Nb strips. In Fig. 5, how-
ever, the maximum slope is only =0.5%, and the largest
slope we have seen is only =1.5%. Thus the difference be-
tween t' and t is negligible and not having sharp edges is an
advantage for this issue.
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