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We present a simple prescription for the derivation of electronic contributions to the nonlin-
ear optical response of crystals in the independent particle approximation. Semiconductor Bloch
equations are found that include previously neglected e8'ects of intraband motion. Applying per-
turbation theory to clean, cold semiconductors we find expressions for the susceptibilities lacking
the unphysical divergences at zero-frequency that have plagued other calculations. For these mate-
rials we present well-behaved, general expressions for y ~ and y for arbitrary frequency mixings,
and give an explicit demonstration of the finite zero-frequency value of y ~. We further show how
second-order photogalvanic e6'ects are contained in certain physical zero frequency divergences of

, and consider the corresponding physical zero-frequency divergences of y

I. INTRODUCTION

A comprehensive understanding of the nonlinear opti-
cal properties of bulk semiconductors is crucial to the
efBcient design and analysis of many modern optical
devices, and will aid in the study of more complex
systems involving extended states, such as heterostruc-
tures and amorphous materials. ' However, even at the
simplest level of approximation treating electrons as
independent particles interacting with the electromag-
netic Geld in the long-wavelength limit and neglecting
local Geld eKects the calculation of nonlinear optical
coeKcients of semiconductors has been troublesome. For
example, semiconductor susceptibility expressions often
appear to diverge as all light frequencies approach zero;
such divergences are not expected on physical grounds
for clean, cold semiconductors. This was discussed pre-
viously by Sipe and Ghahramani (a paper we henceforth
refer to as SG), who presented a formalism, in the spirit
of Genkin and Mednis, which naturally provides well
behaved expressions. In this paper, we present an alter-
native derivation of such semiconductor susceptibilities
at this simplest level of approximation. Our scheme is
less abstract, involves fewer mathematical details, and
better highlights the relevant physical issues.

We build on the insight provided by previous
results to show how standard length gauge perturba-
tion theory can be rigourously applied to crystals without
being mathematically cumbersome. We show that the
popular semiconductor Bloch equations, which are often
used in nonperturbative analyses of optical response, ne-
glect eKects due to intraband motion; we present "cor-
rected" semiconductor Bloch equations in the indepen-
dent particle approximation. But our main focus here is
on perturbative results. For clean, cold semiconductors,
we find expressions lacking the unphysical divergences at
zero frequency that appear in realistic velocity-gauge cal-

culations if the inevitable electronic structure approxima-
tions are made. Our scheme allows one to easily classify
the distinct physical contributions to the crystal optical
response, thus more clearly highlighting how the insula-
tor optics has signatures of both atomic and free electron
character. We give general expressions for y ~ and y 3

for arbitrary frequency mixings, which have not, to our
knowledge, appeared before in the literature. From this
follows what we believe to be the Grst explicit demon-
stration of the finite zero-frequency value of y~ ~. Finally,
since in this formalism the unphysical divergences are ab-
sent from the start, we can turn to the signiGcance of the
physical divergences associated with mixing frequencies
that sum to zero.

The general formalism and the relationship between
the optical responses of crystals, atoms, and electron
gases is described in Sec. II. In Sec. III, we then
present the general second- and third-order susceptibil-
ities for clean, cold semiconductors, and discuss their
zero-frequency limits. Finally, in Sec. IV, we describe
the relationship of our formalism to other approaches.

II. CENERAL FORMALISM

A. Gauge and the position operator

The independent particle approximation allows one to
describe the system using a scaled one electron density
operator p, with Tr(p) giving the total number of elec-
trons present; this approach leads to the same results as
a many body formulation for all expectation values of
single particle operators. In the Schrodinger represen-
tation, p obeys the dynamical equation

ih —= [II,p],
dp
Ch
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where H is the total single electron Hamiltonian. In
the absence of an electromagnetic Beld, the bulk crystal
Hamiltonian is Ho ——p /2m+ V, where V is the periodic
crystal potential; Ho has eigenvalues he@ (k) and eigen-
states ~nk) (Bloch states) labeled by a band index n and
crystal momentum k. The Bloch states are chosen so
that (r~nk) = e' 'u„i, (r), with cell-periodic u„k(r) and
orthonormality {nk~mk') = b b(k —k'). With the elec-
tromagnetic field, the Hamiltonian is exactly obtained in
the velocity-gauge by replacing p by p —eA/c in Ho,
where A = A(t) in the long-wavelength limit of interest
here. In this velocity-gauge, a perturbative treatment of
the density operator dynamics, due to the efFective inter-
action —(e/mc) p.A, will lead to the standard optical sus-
ceptibility expressions. As discussed in SG and further in
Sec. IV, such expressions have certain unattractive fea-
tures; we instead consider an alternative formulation. At
least formally, we can recast this problem using a unitary
transformation to find the length gauge,

A familiarity with r can be developed by first consid-
ering the interband part; defining r„= (1 —b„)(„
so that r = 0 for n = m, the cominutator [Ho, r] =
hp/im leads to the familiar useful relation

rnm
pnm

)
Zm Ca)nm

(nk~[r, , S]~mk') = i&(k —k')(S );I„ (8)

where the; k operator represents a generalized derivative,

where un~ = un —u~. Second, while the highly sin-
gular nature of the intraband r; is cumbersome, it can
nonetheless be handled; past work applied to various spe-
cific systems has proceeded in this respect. ~ However,
it is simpler to deal with r, than appears to have been
appreciated. When r; appears in commutators involving
a simp/e operator 8, one can verify that

H =Ho —er-E, (2)

involving the electric field E = —A/c.
A common problem with a perturbation theory for

solids in the length gauge is the treatment of the po-
sition operator r in view of the extended Bloch states.
However, for the crystals of interest, such a treatment
has been described previously. The matrix elements of
r are most conveniently described by distinguishing be-
tween its intraband part r; and interband part r, where
r = r, + r, and

{nk~r;~mk') = b [&(k —k')( + i&i,b(k —k')], (3)
(nk~r, ]mk') = (1 —b„)b(k —k')(„ (4)

In the vectors (, and often throughout this paper, k
dependences are implicit,

Equation (8) shows that, for a simple operator S, the
commutator [r;, S] is itself simple. This eliminates the
need for careful limiting procedures, which r, and its
highly singular matrix eleinent I7i, b(k —k') otherwise
demand. Further, quantities such as (S„),k will be seen
to be convenient entities, since the BS„ /Bk never ap-
pears without the S (( —( ). Indeed, the BS /Bk
and ( are not individually uniquely defined, while the
(S„),i, is. 2O

The use of the superoperator [r, , ] permits the easy
derivation of many useful expressions. For example,
consider the commutation relation [r,p ] = [r;,p ] +
[r, , p ] = ihb, where the superscripts indicate Carte-
sian components; matrix elements of this lead to the use-
ful relations

d r u„'k(r)&i, u~i, (r),
(2vr) i

w b
~nn ah m a b b a= b —— ~I„(r„lrI„+r„lr,„), (10)

p = d r @„*i,(r)V', @~I,(r).
—(2') sih

0 (6)

These difFerences have led many researchers to avoid the
position operator in crystals by using the velocity gauge
in theoretical studies of optical properties. Nevertheless,
we now show that the use of r need not be trouble-
some, and later illustrate that, as often noted for atomic
systems, ' there are advantages to adopting the length
gauge.

where 0 is a unit cell volume. It is the intraband part
r;, which leads to the troublesome nature of the position
operator in crystals; not only is the V'i, b(k —k') in Eq.
(3) highly singular, but the ( are not unique. This
contrasts with the momentum operator for which anal-
ogous intraband and interband parts, p = p, + p„can
both be considered simple operators, since {nk~p~mk') =
b (k —k')p, valid regardless of n and m; a simple oper-
ator is defined as one whose Bloch state matrix elements
involve only 6(k —k'). In addition, the k dependent p
are uniquely defined by

(
b q nm mn + nm mn

~nm) ~- =
&nm

Z a b b a+ (~I "n I rim— nI "n I "I,rn ) .
&nm

l

(r. );~- —(r. );~ —~).(r.lrI —r.lrl )
l

(12)

The final forms of these have been obtained by using
Eqs. (7,9) and by defining (lt)~~) ~ I„.a = {a~).l, a —(ct)~) ~ I,a &

in this sense, we use S = Ho in Eq. (8) so that (~„).k- =
(p p)/rn—:A —. Equation (10) is just the familiar
expansion for the inverse effective mass tensor (m, ) I, .
Equation (11) is equivalent to Eq. {3.36) in SG, which was
obtained there through much more algebra; it will later
be seen to be quite useful. We can similarly carefully
take matrix elements of [r, r~] = 0, again by decompos-
ing each position operator into intraband and interband
parts, to obtain
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0' 8 ""= i) (r„r „—r„r „). (13)

Generally, each of Eqs. (10—13) can be interpreted as
a "sum rule, " and higher order commutators, such as
[r', [rb, p ]] = 0, can be used similarly to obtain still more
sum rules.

The distinction between intraband and interband op-
erators helps expose the relationship between the crystal
and atomic and &ee electron systems. That is, the crys-
tal problem strongly parallels the (bound) atomic one
if we neglect p; and r;, while it mirrors the free electron
system if p, and r, are ignored. The („ in Eq. (3) some-
what complicate this picture, since for crystals they lack
simple interpretation, ' and yet have clear analogs in
bound state problems lacking a center of inversion sym-
metry. This latter point, and the h(k —k') appearing
with the („ in Eq. (3), might suggest that this part of
r; would be better grouped with the r, . However, in the
crystal problem it is more convenient to keep r, intact,
again because, in contrast to Br„ /Bk, the (r ),i, is a
uniquely defined unambiguous quantity; this point has
apparently not been well appreciated.

dP
dt

e .pm„p~m.m
nmk

(18)

Alternatively, we could use Eq. (16) to obtain

easily. Further, note that the contribution in Eq. (17)
involving [r;, —er; E(t)], while not explicitly appearing
in SG, does not vanish. Indeed, it is this commutator that
leads to Eq. (13), and it has been previously identified
and referred to as an anomalous velocity. 2

Considering our interpretation of the interband and in-
traband effects, one is tempted to regard P~ as that part
of the crystal polarization analogous to the total polar-
ization in a bound atomic problem, and the first term
in Eq. (17) for J as analogous to the current expected
in free electron systems. But, these interpretations are
premature; we show in the next section that to higher
than linear order p itself involves a mixture of intraband
and interband effects.

The macroscopic averaging required in both Eq. (15)
and Eq. (16) is simple and described in Appendix A. In
the long-wavelength limit, this leads to a macroscopic
polarization vector component P from Eq. (15), given
by

B. Physical contributions to the polarization

A macroscopic polarization density P for a crystal is
commonly obtained from the associated macroscopic cur-
rent density, as in

dP e 2
= —) p„„p„„——E(t) . ) D „p„

nk nmk

d
+e— rmn pnm )dt

k
(19)

dP
d, =T(Lp) (14)

where j~ is the microscopic current operator and the bar
over the trace indicates a macroscopic spatial average.
The microscopic current operator appearing above and
defined in Eq. (A2) of the Appendix involves the velocity
operator, v = p/m for the length gauge. We can then
rewrite Eq. (14) using the cyclic invariance of the trace,

dP e-= —T (pp~) (15)

which simply shifts the microscopic information onto the
density operator, but is convenient here. Now using
p/m = (1/ih) [r, H], the cyclic invariance of the trace,
and Eq. (1), while decomposing r = r, + r, and insuring
that r; only appears in commutators, Eq. (15) leads to

dP e- d—
Tr([r;, H]p„) + e—Tr(r, p„), (16)

the two terms above defining 3 and P~, respectively,
in dP/dt—:J + dPx/dt. The expression for J can be
further rewritten, using H = Ho —er E and [r;, Hp] =
imp;/m, so that

J = —Tr(p;p„) + —Tr([r, , —er E(t)]p„).

This decomposition, dP/dt = J + dPx/dt, is similar to
one revealed in SG; our expression is obtained much more

where the vector D = (r )., go + b' [0( /Bk
V'i,(„]includes the anomalous velocity. Of course, the
sums over k in Eqs. (18,19) imply the standard Brillouin
zone integrals.

C. Dynamics and the perturbation series

. dp~m
~nrnp~~ —«(&) ) (r &pl p (r( )

l

E(t) ( );. (2o)

These equations for p, n = m describing populations
and n g m coherences, are our versions of the popu-
lar "semiconductor Bloch equations" in the limit of non-
interacting electrons. They differ Rom the usual equa-
tions by the last term, which arises from the previously
neglected r; and now leads to a coupling between the

In studies of optically excited semiconductors, the
length gauge is sometimes employed, but with the intra-
band piece (—er; E) of the optical perturbation ignored
from the start. ' Such work suggests that states with
differeot k values remain uncoupled under the optical
perturbation in the independent particle approximation.
The electron dynamics is not correctly described by such
an approach. This is perhaps best illustrated by con-
sidering the dynamical equation for the density operator
matrix elements, which can be obtained from Eqs. (1),
(2), and (8),
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different crystal momenta. Equation (20) might instead
be considered collisionless multiband Boltzmann equa-
tions. They are intuitively satisfying in the one band
limit at zero frequency, reducing to the usual collision-
less Boltzmann equation adopted in transport theory;
the standard semiconductor Bloch equations do not sat-
isfy this limit. The band structure effects associated with
the (p„).i, in Eq. (20) can be important, as implicitly
discussed previously; ' SG has shown that their ne-
glect would lead to qualitatively incorrect predictions for
second harmonic generation. Of course, in most applica-
tions of the semiconductor Bloch equations the inclusion
of scattering efFects is crucial, and Eq. (20) would have
to be extended to include those. Nonetheless, we empha-
size that the intraband efFects in Eq. (20), which cannot
a priori be neglected, do not appear in the usual semi-
conductor Bloch equations.

While semiconductor Bloch equations are most often
applied if the incident light has a photon energy near
the band gap, where the sum in Eq. (20) can, in prac-
tice, be limited to a few bands, perturbative calculations
are the norm if the optical response is to be charac-
terized over a wide-kequency range. Here, at least to
lowest approximation, scattering effects can be, and are
often, neglected. ' ' This we do as well. In some in-
stances, however, the perturbation expansion itself in-
dicates that scattering effects are essential, as we dis-
cuss at the end of Sec. IIIA. To develop a perturba-
tion expansion, we adopt an interaction representation,
where for U = e' '~~", we have operators 0(t) defined as

8(t) = UHU+. Equation (1) then leads to a dynamical
equation with the solution

(o)
p

I

I

I

I

I

I

I

I

I

I

I

I

I

I

!

I

I

I

I

eei

ee
p

(3)
p

p( ~ terms can be labeled p' and p indicating that they
"originated" from [r;, pp] and [r„pp]. Similarly, four p(2)

terms are found, p", p", p', and p, where for example
p" results (roughly speaking) from [r;, [r, pp]].

An important advantage of this length-gauge pertur-
bation theory can now be appreciated: One can immedi-
ately distinguish between insulators and metals. At any
given order all terms, which originate from [r;, pp], such
as the erst order p' and the second order p" and p",
vanish for an insulator; such terms involve a factor

FIG. 1. Tree diagram illustrating the terms that arise in
the perturbative solution for the density operator. At each
node, an intraband (interband) interaction calls for progres-
sion down a left (right) branch of the tree.

t
imp(t) = ihpp + [—er(t') E(t'), p(t')] dt'. (nk~[r;, pp]~nk') = i "b(k —k'), (25)

(&) (&)Re g rnl p)m p~)
l

(23)

;[p( )] „ (24)

with the time labels, and indices (nm), of R, and R; sup-
pressed to simplify the notation. To first order, we expect
two terms to be generated from po, and more generally
2 terms at Nth order. This is illustrated by the tree
diagram in Fig. 1. As in the diagram, the two generated

The standard iterative solution for this provides the (%+
l)th order correction p~~+ ) in terms of p&~); the series
is generated by the unperturbed density operator p( ~ =
po, assumed to be the diagonal Fermi-Dirac distribution,
(nk~pp~nk) = f (hcu ) Equatio. n (21) shows that the
position operator appears only in commutators, and so
the intraband r, is handled easily. It is convenient to
decompose r in Eq. (21) into r; and r„and to consider
a matrix element, giving

~ t
p( + )(t) = — dt' e*"" ' E(t') . [R, + R;], (22)

which vanishes for completely filled or completely empty
bands. Hence, all terms on the left side of the tree in Fig.
1, half of all possible terms, will not contribute. This
identification proves useful for obtaining insulator sus-
ceptibilities lacking zero-&equency divergences. In con-
trast, these terms which vanish for insulators survive for
metals, and one can show that such terms lead to quite
physical divergences in the metal susceptibilities (in the
absence of scattering mechanisms) when all perturbing
frequencies approach zero. The velocity gauge does not
offer such a useful, transparent discrimination between
metals and insulators at this stage, even though gauge
invariance ensures that the derived susceptibilities will

be equal. This will be discussed further in Sec. IV.
We can now identify the essential similarity between in-

sulators and atoms: Both cases electively have [r', pp] =
0. Our symmetric treatment of r; and r suggests that
(nk [r;, pp nk ) = 0 is very similar to the vanishing of
(nk [r„pp mk') oc f that occurs when the two bands
n g m are both filled (or both empty); that is, forf—:f —f = 0. In this latter case, the zero matrix
element is understood as a "Fermi blocking, " since two
occupied (or two empty) states provide no net contribu-
tion. Likewise, the vanishing of (nk~[r;, pp][nk') occurs
because the states involved (now two states infinitesi-
mally "close" in the same band) are both filled or both
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where ~2 ——~p + ~ . Either Eq. (18) or Eq. (19) can
be used for this, providing expressions that appear dis-
tinct; we quote both and explicitly illustrate their equiv-
alence. Considering first Eq. (18) we employ p( ), whose

(2) (2)two terms p
' and p" spawn y, ) and y(, respectively,

ofy() =y, +y, , where

iC . p' „(r„lrl fml r„irl fi„ t

&2m 4'nm &2 ( +lm &1 &nl &1 )mnlk

(27)

FIG. 2. A schematic that illustrates the symmetry between
the interbank and intraband Fermi blocking discussed in the
text. The state ~c, k + dk) is meant to represent a state in-
finitesimally

close to
~
c, k) .

empty; Fig. 2 depicts this situation.
Finally, then, the insulator p( ) is used in either of

Eqs. (18,19) with a harmonic perturbation E(t) = Ee
to lead to the well known form for the erst-order suscep-
tibility tensor,

(2) C ) p „(r„f „ i
tu2m

m, n, k )

(28)

(~nm —~1),qs

(r„).„~

~nm —~X

a br„
~nm

(29)

Here C = esK/52m where K accounts for the usual fac-
tors which depend on whether the w and cup are equal
and/or zero. 2s Here, we have used wi ——u and the above
expressions are still not symmetrized for intrinsic permu-
tation symmetry. The action of the generalized derivative
operator, ks, as defined in Eq. (9), implies a "chain rule, "

~2 pb pa g

n, m, k
(26)

This 6rst-order response has the form of a sum over crys-
tal momenta k of terms, each of which resemble an atomic
linear susceptibility. This often leads ' to the insulator
response being thought of as arising from a collection of
atoms labeled by k. However, this insulator-atom anal-
ogy strictly only follows for the linear response, since to
erst order only interband effects enter; the entire p( ) is
given by the lone p' term, and the intraband related J
does not contribute. These simplifications do not follow
for the nonlinear susceptibilities, since both intraband
and interband effects arise. For example, p( ) includes
both p

' and p", and while the first will resemble an
atomic expression, the latter has no analog in the atomic
problem. The situation, of course gets more involved at
third-order, where we expect p"', p", p", in addition
to the atomic like p'". The nonlinear case is further com-
plicated by the fact that, even for insulators, J must be
considered as well.

C /pb pa g
(2l C X mn

~t
nllmfml.

Xx
m, n, l,k +nm &2 ( +lm &1

r„,r,' fl„)

C a
+ZC ~mn

I
~nm mn

&nm —&2 (,&nm —&1) .i, s
m, n, k t

(30)

b ~nm mn

1+2 (+nm +1)m, n, k
(31)

using (u„).ks = A . Equations (27,28) could be
transformed. into forms more useful for numerical eval-
uation by using partial fraction expansions to isolate the
individual resonant denominators; such manipulations,
and how to handle the nonsimple poles, which the k op-
erator introduces, are illustrated elsewhere. '

An alternative to the above is to start from Eq. (19)
(2) (2) (2)and write y( ) = y~( + y, where y„) originates from

substituting p( ) into the P& expression, while both p( )

and p( ) in J give y

III. CENERAL SECOND-
AND THIRD-ORDER SUSCEPTIBILITIES

A. Second-order efFects

The considerations of the previous sections allow per-
turbative optical susceptibilities for crystals to be de-
rived just as easily in the length gauge as in the ve-
locity gauge. We start by considering the y( ) tensor
extracted &om the second-order macroscopic polariza-
tion density P, (m2) = y, l, (—cu tu2wp)Es(up)E (w ),

Equations (30,31) are equivalent to the expressions ob-
tained with greater eÃort in SG. In Appendix B we con-
6rm that the two expressions obtained here for y( ), re-
spectively, the sum of Eqs. (27,28) and Eqs. (30,31), are
equivalent, as the general considerations in Sec. IIB re-
quire.

The expressions for y, & (—u2, mp, su~) involve leading(2)

factors of 1/w2 and 1/wz, suggesting that these expres-
sions may diverge as u, up —+ 0. But a Rnite y( ) is ex-
pected for an insulator in this limit, and, in fact, these di-
vergences do not exist. We illustrate the general y( ) case
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here, using the form yz +y; yz is already explicitly
finite for vanishing &equencies and we show that y is
also. Introducing intrinsic permutation symmetry, rela-
beling indices, and combining terms using u~ ——~p + u
we find that y can be written as(2)

(,)
C . ( r'„) r„j „

(~nm + ~p) .i,. ~nm ~n
m, n, k

(32)

v~ l = —irC ) A' „r „r„ f „h(~„—(u),
m, n, k

as well as a term linear in ~q, which describes a dc current

which is explicitly finite for vanishing frequencies. A
(generalized) partial integration involving k' was used
to arrive at the above expression, but it is important to
note that no "sum rules" such as Eqs. (10—13) were em-
ployed. As we discuss in Sec. IV, such sum rules are
generally required in the velocity gauge, which is one of
the characteristics that limits its usefulness.

That Eq. (32) arises so easily here can be attributed
to the economy of notation afforded by the k operator,
which naturally accounts for terms that otherwise appear
as "bulky" expansions, such as Eq. (11). Similar observa-
tions were made many years ago, where the second order
case was also investigated. However, the full grouping
and identification of the generalized derivative k, was
not recognized there, and some unattractive features re-
mained. For example, a finite y~ &(0; 0, 0) could only be
proven for certain crystal classes; ind. eed, such a finite
zero-&equency limit in the general case was first proven
only recently after identifying a relevant sum rule.

Our well-behaved. susceptibilities also allow us to re-
liably study cases where only some of the involved fre-
quencies are zero. For example, for frequencies w be-
low the band-gap energy ("nonresonant"), we find that
y~ l(0; w, —cu), describing optical rectification, is also fi-

nite. Further, in the opposite resonant situation, a di-
vergence now does appear in the optical rectification
coeKcient, but this divergence is not problematic and
arises in order to faithfully describe the physical situa-
tion. The resonant divergences can be understood by
realizing that since y( ) describes a polarization Pe
the quantities —i~2'~ l and (—i~2) yl l describe a cur-
rent J = dP/dt and rate of change of current (which we

will terin current injection) dJ/dt = d P/dt Hence, .a
finite y~2l (0; w, —cu) implies no dc current flow, while a di-

vergence indicates currents; loosely speaking the "parts"
diverging as 1/ur2 and 1/wz correspond to dc current and
current generation, respectively.

In order to obtain expressions in the resonant case, it
is convenient to return to Eqs. (30,31), satisfy intrinsic
permutation symmetry, and introduce, in the standard
way, a small positive imaginary part e (up to now implic-
itly assumed) to the frequencies. Then the expression for

(—iu2) y~ l is expanded in powers of w2 in the limit of
vanishing e. This provides one term independent of u2,
which describes the dc current injection (constant dJ/dt)
and is denoted as v~2' (0; u, —~),

(constant J), denoted by o & l (0; ~, —cu),

g = Pm .AcPn

m, n, k

—r'. (r. );~ l&-~(~- —~).

As one might guess, it is only y that contributes to
these expressions. The above rectification coefBcients can
be generally classified as photogalvanic effects, as has
been previously discussed. Here, we would mainly
like to emphasize that our results show that these effects
are captured within the standard framework of nonlinear
optics (susceptibilities). Further, we stress that a reliable
description in terms of susceptibilities strongly depends
on having expressions, like ours, which do not suffer from
unphysical divergences. In particular, note that the ap-
pearance of the b functions in both expressions above ex-
plicitly shows that below the band-gap v( ) = 0.( ) = 0,
and then the y( ) is finite, consistent with our previous
conclusions. Previous incorrect predictions of nonreso-
nant (below bandgap) photogalvanic currents have been
made, likely due to the presence there of unphysical
divergences.

These rectification effects are very interesting in terms
of applications, since one can show that the nonzero o ( )

and v( ) can imply that by controlling the relative phase
of two polarizations of light at a single &equency, one
could drive a current in preferred directions. ' This
single-beam, all optical, current-steering scheme can be
considered a coherently controlled phenomena, similar to
other processes that have been discussed. Of course,
a quantitative prediction of current and current gener-
ation likely requires one to go beyond our perturbative
treatment of an infinite crystal without scattering. That
is, effects such as saturation, space charge accumulation,
and dephasing processes are surely important, and this
continuous-wave treatment would have to be refined if
pulse widths become small, and/or to accurately model
spatial transport. Nonetheless, that such effects can
be unambiguously predicted from our simple expressions
illustrates the usefulness of expressions that behave as
physically expected in the relevant zero-&equency limits.

B. Third-order efFects

The third-order susceptibility tensor represented by

Z«&~ (—u3, wz, up, u j, where u3 ——u~ + wp + u, can(3)

also be found using either Eq. (18) or Eq. (19). The for-
mer would provide the most compact expression, with

+ y, , + y.. . where the individual
contributions arise from the four p( ) terms p', p ',
p', and. p"' in Fig. 1. This form can have benefits over
velocity-gauge expressions, as shown by a recent model

calculation of a diagonal tensor component y, . In
general, however, Eq. (19) can be considered a preferred
starting point because, as for y( ), unphysical divergences
can then be avoided without the use of sum rules. Hence,

(3) (3). ~ (~)
we write y( ) = yz + y; the expression for yz ob-
tained by substituting p~sl into the last term of Eq. (19),
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(3) d c b a
Xx )~ +mn ~nL LP Pm ~ mP

L,m, n,p, k
d r b a c

+i
L,m, n, k ~nm ~3 ~nm ~2 ( ~lm ~1

r.tri fi-l

pl l l ln

~Lp ~1 ~nL ~1 ~np ~2

rmn (r, f i)+i
l,m, n, k &nm ~3 ~tm ~2 (~lm ~1 ) .gs (~ni ~1) .~s ~ni —~2

rd"mn
&nm —&3

m, n, k

(r„ f „)
&nm —&2 (&nm —&1)

t 7A:

(35)

Both p~ l and p~ l are used in the remaining terms of Eq. (19), and after relabeling some indices, we find

(3) 1 ~ d

3 l,m, n, k &Ln

1 B ~d
nm

m, n, k(d2

c
nl

~mn —~1 ) .q.

&&m —&1 ) r„,f r „f„
&mn —&2 (&mn &1) i,bm, n, k )

+nL 'A~ ~Lm+mn nm

mal k

1 (M'). ,m, ,n, k

'„f,) 1 ). („),
,

( „f.
&im &1 ) &3 &mn &2 4 +mn &1) Qb.m, n, k 7

(36)

where E—:( —( and C = e K/h, with K again
accounting for factors describing the particular u, ~p,
and ~~ of interest. Again Eqs. (35,36) remain to be
symmetrized to satisfy intrinsic permutation symmetry,
since, here, u1 ——~ and u2 ——~p+u . Note that obtain-

ing the above y(3) = y~ + y expressions &om the SG(3) (3)

formalism would require substantially more eKort. We
further point out that the anomalous velocity in Eq. (19)
contributes only at this third-order level; it did not lead
to any terms in y( ) or y( ), but gives the last term in
Eq. (36). This quantity, basically V x ( „,is of some the-
oretical interest, since it is associated with the topology
of the band structure, and plays an important role in
several recent theories, where it is related to a relevant
geometric phase. ' The above expressions suggest that
insulator experiments sensitive to y( ) may be a valuable
probe of this anomalous velocity.

The factors of 1/us and 1/u32 above suggest similar di-
vergences to those seen in y&2l. Further, factors of 1/u2
can also arise in y( ); the eventual permutation symme-
try implies that ~2 ——0 corresponds to a zero sum for any
two of the &equencies involved. However, all of these di-
vergences are again only apparent ones, and we find a
finite y& l (0; 0, 0, 0) as physically expected for insulators.
To show this, note that only the first sum in Eq. (35)
for y~ includes terms that appear to have leading di-(3) ~

vergences (a 1/w2 factor for l = m and n = y), but these
terms can be rewritten. Using similar steps that have led
to Eq. (32), the troublesome terms in. yz reduce to(3)

d c c d ~ b a g(rnmrmn rnmrmn J ml im& m&

(~nm ~3) (~lm ~1)(~bn + ~2 ~1)

Similarly, we find that the entire y can be generated
from the following terms:

). 1
C &m —&2 (& n+&3 —&2 j.Z~mnk 'l

f r „f„ t . r „res ( f„
1 Lmnk

+
~im —~2 + ~i j (~ni —~3 + ~2 ),i,~

(38)

The above expressions must still be made to satisfy in-
trinsic permutation symmetry, but already they explic-
itly show that y~sl(0; 0, 0, 0) is finite. Also, while obtain-
ing the above forms involved some monotonous algebra,
due to the number of terms involved, we again empha-
size that no sum rules were required, and that again the
properties of the generalized partial derivatives were very
useful. Further, these results lead to conclusions that are
analogous to our y~ l(0; —~, ~) findings; that is, as long
as resonances do not occur, then y~ l(0; —0 —&u, 0, w) is
finite and no dc current is predicted. We note also that
all terms, including the contributions &om the anomalous
velocity in Eq. (36), play an important role in ensuring
this situation. The above is to our knowledge the first ex-
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IV. DISCUSSION

It is of course clear that a length-gauge calculation,
such as we have advocated in this paper, must lead to
the same result as the velocity-gauge calculation if both
are done correctly. Yet velocity-gauge treatments appear
to be more unforgiving when the inevitable approxima-
tions that allow a practical calculation are made, as we
now illustrate. We begin by establishing a relationship
between the length-gauge and velocity-gauge treatments.
Consider the velocity-gauge analog of Eq. (21),

t

ih[pv(t) —po] = dt' [p(t') . A(t'), Pv(t')], (39)

where the subscript V denotes the velocity-gauge. In this
interaction picture p = mr, and since eE = —A, a useful
integration by parts is possible,

~&[pv(t) —po] = [r(t) A(t) pv(t)]
t

—e dt' [r(t') . E(t'), pv(t')]

t
dt' [r(t') A(t') pv (t')] (40)

To the Grst order this implies that

p (t) = p (t) —. [r(t) A(t) po] (41)

plicit general proof of the finiteness of the low-frequency
insulator third-order susceptibility.

Finally, we Gnd that, analogous to the second-order
situation, y( ) can have physical divergences when reso-
nances are possible. In particular, in this case for u3 —0,
the y~s& (0; 0 ——~, 0, u) implies, for example, a dc cur-
rent injection, or nonzero v( ) analogous to the second-
order v( ). A divergence associated. with uq ——0 can
also appear under resonant conditions; this is simply a
manifestation at this third-order level of the second-order
physical divergences we have already encountered. Sim-
ilar to the second-order result, one can imagine interest-
ing applications for coherent control of the current and
current injection. For example, there is some experimen-
tal interest40 in vis&(0; u, ur, —2ur), where the phase rela-
tionship between two (now nondegenerate in frequency)
beams can be used to control the direction of generated
current. Although this process can be calculated by a
simple Fermi's Golden rule analysis, the calculation here
shows it can also be described within the usual suscepti-
bility formalism of nonlinear optics; as with the physics
associated with the physically divergent terms in y( ) dis-
cussed at the end of Sec. IIIA, this fact does not gener-
ally appear to have been appreciated.

,
" T(C,p.),~ mh

(42)

with Cq ——[r,p ] —ih8 . Hence, this explicitly il-

lustrates gauge invariance, y&
——yl, since, formally,(x) (x)

'R~~l = 0, due the commutator identity [r,p ] = ibad

More generally, one can use Eq. (40) and show by similar

steps that to any order y&(
——y& +'R( ), where again(N) (N)

'R( ) strictly vanishes, due to commutator identities.
The above relation suggests how problems may arise

in velocity-gauge treatments: In certain cases, elec-
tronic structure models implicitly contradict the com-
mutator identities, and so 'R~ l will not vanish. This
can have dramatic consequences on velocity-gauge pre-
dictions. For example, we have discussed how a common
two band model for semiconductors can lead to unphys-
ical zero-&equency divergences in y( ) by exactly this
scenario. In this case, divergences are introduced into

by a nonvanishing 'R~sl; note that leading 1/~ factors
appearing in 'R( ) above arise generally in every 'R( ). Of
course, such problems could be avoided by appealing to
commutator identities to "alter out" the R( ) contribu-
tion from the exact velocity-gauge expressions prior to
any modeling. However, in practice, this is not straight
forward since the expressions involve sums over complete
sets of states. This complicates the identification of both
'R( ) and the appropriate "sum rule" —which is just a
matrix element of a commutator identity —that should
be employed. Further note that the 'R( ) contribution
can afFect practical velocity-gauge treatments even if an
exact electronic structure model is employed. That is,
practical calculations demand a truncation of the expan-
sions over states, and so the R( ) term will not gener-
ally cancel &om the expressions. This again may lead
to difFerences between length-gauge and velocity-gauge
predictions, and we suggest that a variety of seemingly
distinct issues can be viewed &om this perspective.
The fact that the length gauge leads to results that are
&ee of unphysical zero-&equency divergences, without the
application of sum rules that must be identiGed on a case-
by-case basis, indicates it is more suitable for at least the
calculation of &equency dependent susceptibilities.

Finally, to compare our work to SG (and that of
Genkin and Medniss on which it is based), transform
our Hamiltonian, Eq. (2), by U; = e'~'~"'~'* ~~'l, leading
to the Hamiltonian

U;IIU+ = U, IIOU+ —eU;r, U+ E(t). (43)

Since —er; E no longer appears in Eq. (43), the U; ef-
fectively accounts exactly for this intraband part of the
perturbation. The efFect of U; is easy to expose by inter-
preting r; to be (mainly) the generator for k translations
within a band; recall the V'~8(k —k') in Eq. (3). This sug-
gests that for a general operator 0, the matrix elements
of interest are now of the form

where L denotes the length gauge. Together with the
velocity-gauge operator, v = p/m —eA/mc, Eq. (14)
then leads to y& ——y& + 'R( ), where for a monochro-
matic Geld at &equency u,

(nk[U;OU+ [mk') = e '~(nK(t) (O)mK'(t)), (44)

where P is a phase, and K(t) = k —e/cA(t). Comparing
Eqs. (43,44) to equations occurring in SG allows us to
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reinterpret the velocity-gauge based theory in SG within
the &amework of this paper: SG implicitly transforms
to the length gauge and accounts for the intraband mo-
tion exactly (to all orders). But if perturbative results
are desired, this requires more manipulations than the
straight-forward perturbative approach employed here,
where both intraband and interband effects are treated
at the same level.

V. SUMMARY

We have offered a simple prescription to derive the
electronic contributions to the optical susceptibilities of
crystals. The relationship between the optical response of
atoms, free electrons, and crystals is more easily exposed
by our formalism. Clean, cold semiconductors (insula-
tors) were of central interest here, but the scheme is also
applicable to metallic systems, such as doped crystals
or laser-excited semiconductors. We have illustrated the
scheme by deriving the second- and third-order suscepti-
bilities of insulators for arbitrary frequency mixings, and
discussed their behavior for various zero-frequency lim-
its; such expressions are given here, we believe, for the
Erst time.

The simplicity and usefulness of our formalism is il-
lustrated by the corrections to the standard semiconduc-
tor Bloch equations, which it easily exposes. Further,
the physically expected zero-frequency limits of our non-
linear susceptibilities have allowed us to unambiguously
show how the processes of optical generation and coher-
ent control of dc current can be described within the
usual susceptibility framework of nonlinear optics. In
the future, the susceptibilities, in this paper, will be used
with band structure models, of varying degrees of sophis-
tication, to look at different nonlinear processes.

where, for the moment explicitly indicating operators by
carets, the operator p = ~r)(r~—:h(r —r); implicit in the
notation 8~ is the dependence of the quantity on the Beld
point r. The microscopic current operator is an example
of interest here,

e
Jp = (vp+ pv)~

2
(A2)

where we have used j = ev. The expected current at posi-
tion r can then be compactly written as Tr(pj„). Macro-
scopic quantities can be obtained by performing local
spatial averages of the microscopic counterparts. Such
averages (which can also be effected by filtering out high
spatial f'requencies) eventually reduce to the macroscopic
average of

(~&~p ~

mk) = &„*i,(r)& i (r) . (A3)

APPENDIX B:
EQUIVALENCE OF y&~& EXPRESSIONS

While Sec. IIB shows that the two y( ) expansions
given by Eqs. (27,28) and Eqs. (30,31), respectively, must
be equal, explicitly illustrating this exposes several useful
points. To demonstrate the equivalence, substitute the
partial fraction expansion

+
&2 &nm &2 &nm &nm &2 +2&nm

into y, , and use Eq. (7), to find the second term in yx
(2) ~ (2)

and another term which can be rewritten

Finally, an average of the above quantity over a unit cell
reduces to h„ /(2')s.
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APPENDIX A:
MICROSCOPIC AND MACROSCOPIC

CURRENTS

resembling the second term of y( . The equality in Eq.
(B2) follows from a (generalized) partial integration, or
by realizing it is simply an expression of Tr(r,'[r,", p~ ~])=.
Tr([p', ps] p~il), which follows from cyclic invariance of the
trace. Next, using Eqs. (7,B1) in g reveals the first
terms of y and y~, along with the following term:(2) (2)

&a

It is often useful to define a microscopic version 0~ of
an operator 0,

(AS)

This combines with the term of Eq. (B2), through the
sum rule in Eq. (12), to give the second term in y
completing the proof that y + y, = y~ + y
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