PHYSICAL REVIEW B

VOLUME 52, NUMBER 20

Fermi surfaces and electronic topological transitions in metallic random alloys.
I. The influence on equilibrium properties
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In this paper we address the question of how the so-called electronic topological transitions (ETT’s)
can affect the physical properties of metallic random alloys, extending the existing theory in order to in-
clude substitutional disorder. The ETT’s, or, as sometimes called, the Lifshitz 2% transitions, occur
when the chemical potential passes through a Van Hove singularity on changing the thermodynamic
state of a metal. That can be easily achieved by alloying. As a consequence, the Fermi-surface topology
changes and a number of transport as well as equilibrium properties show anomalies, when studied
versus the concentration. We show that these anomalies might be only slightly affected by disorder
scattering and/or finite temperatures. Our theoretical results, which hold in a neighborhood of the ETT,
predict anomalies in correspondence to such variations of Fermi-surface connectivity for the equilibrium
volumes and total energies. In particular, our theory predicts deviations of the alloy lattice parameter
from Vegard’s rule. These are confirmed by our ab initio Korringa-Kohn-Rostoker—coherent-potential-
approximation calculations for the Ag.,Pd,_. system. For this system the largest deviation from
Vegard’s rule occurs as the d-conduction bands are completely filled. Detailed calculations of the
Ag Pd,_, Fermi surfaces are presented in a separate paper (II).
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I. INTRODUCTION

Since the seminal work of Lifshitz,! a large amount of
theoretical and experimental work was devoted to the
study of electronic topological transitions (EET’s) in met-
als. Recently, some reviews of these topics’™* were pub-
lished and we need not give here an extended list of refer-
ences to previous work. The purpose of the present pa-
per and of its companion,’ quoted in the following as II,
is to discuss the extension of the ETT theory to the in-
teresting case of random metallic alloys. We shall obtain
some results for this class of systems. Namely, we shall
find a formula, exact in a proximity of an ETT, for the
electronic part of the grand potential at finite tempera-
tures and in the presence of substitutional disorder.
Moreover, we shall discuss the influence of ETT’s on the
variation of the alloy equilibrium volume versus the elec-
tron per atom ratio (e /a). These effects might be respon-
sible for deviations from Vegard’s law. In Paper II we
shall present an accurate, total-energy calculation for the
very interesting Ag Pd,__ system, which, as we shall see,
undergoes five distinct ETT’s.

The ETT theory moves in the framework of Landau’s
Fermi-liquid theory.® In that context, the peculiar
features of the metallic state and the relevant part of the
quasiparticle spectrum are deeply related to the geometri-
cal properties of the Fermi surface (FS).”8 Thus, for in-
stance, the differential geometry of the FS manifold
determines the quasiparticle velocities and mass tensor.
Therefore, changes in the FS topology, as argued by
Lifshitz, cause relevant effects on many physical proper-
ties of metals.

We have an ETT, or Lifshitz 2% “phase transition”
when, on varying some thermodynamical variable, the
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chemical potential crosses a stationary point of the band
structure. Under this circumstance the FS changes its
connectivity. Namely, one may have the formation or
closure of electron or hole pockets, the opening or the
disruption of necks. Accordingly, the density of states
(DOS) includes a special term proportional to a step func-
tion: the Van Hove singularity.®

As shown by Lifshitz,! the electronic contribution to
the grand potential also includes a special term. This im-
plies that many physical properties, such as specific heat,
resistivity, sound absorption, and electron-phonon cou-
pling will be affected.2~* In particular, the most spectac-
ular effect occurs for the diffusion thermopower which, at
T =0 and in the absence of disorder, diverges with ex-
ponent % This notwithstanding, as Varlamov, Egorov,
and Pantsulaya? discuss, an ETT is not a phase transi-
tion, since divergences are expected only at T=0. Any
finite temperature as well as any disorder scattering, in
fact, will turn the divergences into finite peaks. These,
often, remain observable even at fairly large temperature
or, in random alloys, well beyond the impurity limit.

The experimental investigation of ETT’s can be per-
formed either at fixed e/a, by applying to the sample
pressures or uniaxial stresses? (usually large) or by vary-
ing the e/a ratio by alloying. The existing theory, re-
viewed by Varlamov, Egorov, and Pantsuluya’ and
Blanter et al.,? describes accurately the first class of ex-
periments. However, in practice, the study of ETT’s
versus e /a in alloys often requires a much simpler experi-
mental apparatus. Thus, a theory able to deal with the
substitutional disorder is desirable. We have to quote
here the effort of Blanter et al.,? which studied in the
presence of finite lifetimes, several observables in an ETT
proximity, in various asymptotic regimes. We wish to
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contribute, with the present paper, to this field with an
explicit and straightforward formula concerning the spe-
cial part of the grand potential in the presence of disorder
scattering.

The rest of this paper is organized as follows. In Sec.
IT we extend the ETT theory including both finite tem-
perature and disorder scattering effects and address the
study of the equilibrium unit-cell volume versus the con-
centration. To be more explicit, in Sec. II A, assuming
infinite lifetimes and zero temperature, we shall derive in
the framework of Lifshitz’s theory a formula for the vari-
ation of the alloy lattice parameter with the ETT ‘“‘order
parameter” or with the e /a ratio. These results shall be
extended including finite quasiparticle lifetimes at T'=0
in Sec. II B. The major point there shall be the introduc-
tion of a complex order parameter, which allows us to de-
velop an analytic theory. In this, the special part of the
grand potential is not longer singular, because the singu-
larities are smoothened by disorder. We shall take ad-
vantage of the above analytic features in Sec. II C, where
the theory will be extended, in full generality, to finite
temperatures. This shall be accomplished through the in-
troduction of a complex dimensionless temperature that
enters in the thermal broadening of thermodynamic po-
tentials. These broadening effects, which shall be studied
in more detail in several asymptotic regimes, however,
may not cancel completely the anomalies predicted by
Lifshitz’s theory. In Sec. III these findings, namely, the
expected anomalies of the lattice parameter, are illustrat-
ed by means of our ab initio Korringa-Kohn-
Rostoker—-coherent-potential-approximation (KKR-
CPA) calculations for the Ag Pd,__ alloys. These calcu-
lations, which shall be discussed in Paper II show that
anomalies in the above quantities actually occur at con-
centrations at which the FS topology changes. These
behaviors shall be compared with measurements of the
equilibrium lattice parameter'® and the diffusion ther-
moelectric power.!! In Sec. IV we shall draw our con-
clusions and make final remarks.

II. THE INFLUENCE OF ETT’S ON SOME
THERMODYNAMIC PROPERTIES OF RANDOM
BINARY ALLOYS

A. Pure systems at T =0

In this section we shall briefly recall some previous re-
sults®> of the theory of ETT’s in order to extend them to
the case of random binary metallic alloys.

The thermodynamic extensive variable related to the
atomic concentrations of each alloy component is, in the
present case, the total number of electrons, N, which, at
T =0, is given by

szi‘ dEn(E):fi‘ dE [cn 4(E)+(1—c)ng(E)] .

1)

In Eq. (1), n (E) and nz(E) are the 4 and B projected
DOS, ¢ and 1—c the atomic concentrations of the 4 and
B species, and u the electronic chemical potential. In the
following discussion we shall use, as independent thermo-
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dynamic variables, either N or u and, accordingly, the ap-
propriate thermodynamic potential shall be the free ener-
gy, F(T,V,N), or the grand potential, Q(T, V, ).

Let us consider the case of an electronic crystal band
having a minimum, a maximum, or a saddle point at
some energy E =g.. Under these circumstances, a
change in the connectivity of the Fermi surface, or ETT,
occurs when, on varying some thermodynamical variable,
the chemical potential u passes through €.. In the case of
a minimum (maximum), this corresponds to the appear-
ance (disappearance) in the FS of voids of electrons. On
the other hand, in the case of a saddle point at €_, necks
open (or close) in the Fermi surface as the chemical po-
tential is increased. In all the above circumstances, fol-
lowing Lifshitz,! we shall consider the DOS as the sum of
a “regular” contribution, ny(E), due to bands not in-
volved in the ETT, and a “special” term, n,(E), due to
the band with an extremum at E =¢_, i.e.,

n(E)=ny(E)+n(E) . (2)

In the present paper, the energy dependence of the reg-
ular term in Eq. (2) shall be supposed smooth. More
relevant, for our purposes, shall be the behavior of the
special term. Interestingly, analytic expressions for
n{(E) can be obtained, for energies close enough to ..
In fact, in a proximity of the ETT, the dispersion relation
for the relevant band may be approximated by simple an-
alytic forms. Namely, in the cases of maxima or minima
in the band structure, equienergy surfaces in the momen-
tum space are well approximated by ellipsoids. Thus, the
relevant part of the spectrum may be represented as fol-
lows:

2 2 2
i p P
m m

x y z

1
g(p)=e.t—

) —in(p), (3a)

where m; are the principal values of the mass tensor, and,
where the upper or lower sign holds in the case of a
minimum or a maximum.

In Eq. (3a) we have introduced an imaginary part,
7(p), in the spectrum. This is designed in order to in-
corporate the effects of substitutional disorder and, thus,
vanishes in the case of a perfect crystal, whereas, if im-
purity scattering is present, it turns out to be inversely
proportional to the electron lifetimes, n(p)~h /7(p). In
a similar way, when studying the neighborhood of a sad-
dle point, we shall use a simple analytic approximation
for the relevant part of the spectrum. Namely, we write

2 2 2
1 | Px Dy D; .
=g +— |- _ZF |- , 3b
g(p)=¢, 5 - ; - in(p) (3b)

where the upper and lower signs correspond to saddle
points of different indices 1 and 2, respectively. For the
sake of completeness we notice that, besides the cases de-
scribed by Egs. (3a) and (3b), some other, less common,
ETT’s are possible. Such is, for instance, the toroidal
neck disruption,? which is know to occur in wurzite-type
crystals. !> However, these more exotic ETT’s will not be
discussed in the present paper.

It is worth noting that the upper sign in Eqgs. (3a) and



14 546

(3b) corresponds to the circumstance in which, on in-
creasing the chemical potential, new voids of electrons
form or necks close. In both these cases, the FS connec-
tivity, i.e., the number of simply connected regions, in-
creases. On the other hand, in the cases in which the
lower sign applies in Egs. (3a) and (3b), voids disappear or
necks open and the connectivity decreases as p is raised.

Once the shape of the band involved in the ETT, i.e.,
Eq. (3a) or (3b), is known, the special contribution to the
DOS may be calculated integrating over the Brillouin
zone4the corresponding contribution to the spectral func-
tion,

SR S N S
A,(p,E)=——TIm E_‘El(p)] )
as follows:
n(E)=(2V/h*) [ dp 4,(p,E) . (5)

The effects of the inclusion of impurity scattering shall
be discussed in Secs. II B and IIC. In the present section
we shall assume the spectrum real, that is to say,
7n(p)=0. Under these circumstances, the spectral func-
tion reduces to & contributions,

A(p,E)=8(E —¢,(p)), 4)

and the integral in Eq. (5) is easily carried out. The re-
sult, for a three-dimensional metal,! turns out to be
singular,

nl(E)=a|z|1/29(z) . (6)

Namely, the special contribution to the DOS, n,(E), is
proportional to the step function, ©(x)=1 for x >0 and
O(x)=0 for x <0. The discontinuity in the first deriva-
tive of the DOS arising from the contribution of Eq. (6) is
alscg) known in solid state theory as a Van Hove singulari-
ty.

In Eq. (6) we have introduced the quantity

z==+(E—¢,), (N

where the upper or lower sign has the same meaning as in
Eq. (3a) or (3b), i.e., it corresponds to an increase or a de-
crease of the FS connectivity. Although it is an intensive
quantity and ETT are not proper phase transitions, nev-
ertheless, as we shall see later, z plays the role of an “or-
der parameter” in the context of Lifshitz’s theory. More-
over, in Eq. (6) we have defined the quantity a as follows,

a=xV]2m m,m;|V? /(7*#) (®)

where the upper (lower) sign has to be used when the
band shape is described by Egs. (3a), (3b). The conven-
tions used in this paper for the signs in Egs. (7) and (8)
are illustrated in Fig. 1, for different types of Van Hove
singularities.

Similarly to the DOS, also the thermodynamic poten-
tials include a special contribution related to the band in-
volved in the ETT. In particular, the grand potential,
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FIG. 1. A sketch of a typical one-band DOS. The Van Hove
singularities corresponding to the band minimum, a saddle
point of index 2, a saddle point of index 1, and the band max-
imum occur, respectively, at the energies €., €., €3, and €4.
The sign conventions used in the text [see Egs. (6) and (6')] for a
and z in a proximity of each type of singularity are also shown.

AT Vp=— [ dE[e™ P 41
x [* dE'n(E") ©

can be written as the sum of a regular and a special,
ETT-related, term, Q(T,V,u)=QuT,V,u)+Q(T,V,pn).
Here we report the result for Q(T, V,u) in the vicinity of
the ETT, at T =0 in the absence of impurity scattering, '

4 4
Q = lz]572 =_ S(u) .
(T, V,p) == T5alz 0=~ ——2niw (10)

It is worth noting that Q,(T,V,u) is always negative in
the cases described by Eq. (3a), i.e., of creation of electron
pockets or destruction of hole pockets, and positive when
the opening or the disruption of a neck occurs.

As we shall discuss in Secs. II B and II C, the singulari-
ty in Eq. (10) is smeared out at any T >0, due to the
broadening of the Fermi function in Eq. (9), and, even at
zero temperature, by finite-lifetime effects.>® In the
present section, following Ref. 3, we shall analyze the
change in the thermodynamic potentials due to an isotro-
pic variation of the unit-cell volume and extend the dis-
cussion to the case of a binary solid solution.

In order to overcome the problems arising from the
nonanalyticity of the ETT theory in the T =0, n(p)=0
limit, in the present subsection, unless otherwise stated,
we shall consider only the regime of concentrations for
which z>0. On the other hand, for z <0, in the above
limit, the corrections due to the ETT are trivially zero.

Here we need to study the order parameter variation
versus the total number of electrons (or the concentra-
tion). For this purpose we shall consider two different
thermodynamical paths. First we use a path along which
the volume is constrained to its equilibrium value,
Veq(N). This is defined as the value that minimizes the
free energy, at fixed 7 and N. Along the above path, z
satisfies the differential equation
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dz dVeq(N)

AN T Tv TN

where the signs correspond to that given in Eq. (7), and
where

t(A—A,), (11)

Y FY% N, aN |, » (12)
and

_ | 9, _ | 9, 3

Ye= FY % N, c aN y . (13)

The thermodynamic derivatives of the chemical poten-
tial in Egs. (12) may be evaluated from the identities ob-
tained deriving explicitly Eq. (1) with respect to ¥ and N.
Namely,

___1 ru on(E)
4 n(u)f-w v |, 1
and
1 _[H on (E)
T | J! dE o |, (15)

Equations (14) and (15) link the changes in the chemical
potential to the variation of the band shapes along
different thermodynamic paths. The evaluation of the
quantities defined in Egs. (12) and (13) requires, of course,
a detailed calculation of the electronic structure of the
system.

On the other hand, if we consider a second thermo-
dynamic path along which N is kept constant, we obtain a
useful relationship, already derived in Ref. 3, i.e.,

dz

=4 —
2| =ty—y.). (16)

N

Let us now call V_(N) the volume at which the ETT
occurs for a given N. There is a value of N, say N, the
solution of V. (N)=V_(N), at which the ETT happens at
the equilibrium volume. Now, we shall use the fact that,
at any N, z[N,V_(N)]=0 and integrate Eq. (11) from N,
to N. In the case in which |N—N,|/N,<<1, the
coefficients ¥, ¥., A, and A, can be considered constants
and we obtain

2N, Veg(N) =y =7 )V eg(N) = Vo (N,)]
£(A—A )N —N,) . (17)

In a similar way, integrating Eq. (16), at fixed N, from
V.(N) to V, one easily finds®

Z(N, =%y —y )V —V.N)]. (18)

Now, putting in the last equation ¥ =V (N), and com-
paring with Eq. (17), we readily obtain the variation of V,
with the concentration,

dv,  A—A,

dN Y=V

(19)
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In order to find a relationship between the variations of
the concentration and the equilibrium volume, we have to
minimize the free energy at fixed concentration. Since we
are interested only in small deviations from the thermo-
dynamic state [N,,V.(N,)], we may use only the more
significant terms of the free-energy Taylor expansion
about a generic equilibrium configuration, [N,V (N)],
with [N—N,| /N, <<1,

F(T,V,N)=F[T,V(N),N]
Lk [V = Vg (N) P42y [V — Vo (N)]
X(N —N)+AMN—N)?]. (20)

In Eq. (20), all the thermodynamic derivatives, ¥, A, and
the isothermal compressibility, KT=82F /9V?, are evalu-
ated at the point [N, Veq(ﬁ )]. Thus, we obtain the varia-
tion of the equilibrium volume, which in the following
shall be called charge compressibility:

AVeN) A __ Moth
Yot71

dN Y

As stressed by the notation, it is convenient to consider
separately the regular and special contributions to A and
v, as follows from the separation of the free energy,
F=Fy,+F,. Thus, the ETT-related terms in Eq. (21)
may be calculated by virtue of the theorem on small in-
crements for thermodynamic potentials.” This ensures
that, in a vicinity of the ETT, F;=Q,. Thus, using Egs.
(10), (12), and (17), we obtain

(21

y1=—(y—7) (A=A, )alz|/?6(z2) (22)
and
A=—(A—A, ) alz|'?O(2) . (23)

Thus, at the lowest order in |z|, A; and y, are propor-
tional to the special part of the DOS at the Fermi level,

Y1=—(Yo— V) Ao—An (u) , (22
klé—(7»0~7hc)2n1(l‘) (23')

and, therefore, the most significant contributions to Eq.
(21) are given by

Ao Ve
Ao Yo

Ve V) (Ag—A ) (p) . (21
dN Yo Yo 0 e

In the region z <0, n,;(u)=0 and dV,,/dN may be
considered constant. This gives for V. (N) the linear
behavior expected by Vegard’s law. Atz =0, Eq. (21') in-
dicates for the slope of V,(N) a sudden variation propor-
tional to the ETT-related DOS at the Fermi level, or to
|z|172. Interestingly, opposite to what was found for
Veq(N), the slope of V. (N) does not exhibit any variation.
In fact, from Egs. (19), (22), and (23), we obtain, at any
order in z,

=0 " (19"
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At this point, it is straightforward to apply the above
method to the calculation of the ETT-related part of the
isothermal compressibility, k7,;. The result, which was
already derived in Ref. 3, is

KT,1:_(7/_7’C)2”1(,U) (24)
or, to the most significant order in |z|,

KT,1=_(7’0_?’C)2'11(#) . (24')

We would like to comment here that all the thermo-
dynamical results quoted above were obtained using the
fact that the special contribution to the thermodynamic
potentials depends, at fixed temperature, only on the ETT
order parameter z. Namely, our main ingredient here
was the second derivative of the special grand potential
with respect to the order parameter, which turns out to
be proportional to special DOS. This shall be useful in
Secs. II B and II C, where we shall generalize our scheme
to include disorder scattering and finite temperatures,
simply by introducing an appropriate complex order pa-
rameter. This, basically, will just allow the analytic con-
tinuation of Eq. (10). Thus, the second derivative of the
grand potential will remain proportional to the special
DOS, thus enabling us to recover on a more general
ground, after some convenient renormalization, all the
thermodynamical results quoted above.

B. Impure systems at 7 =0

In the present section, we shall extend the results of
Sec. ITA to the case in which impurity scattering is
relevant, as it happens for random alloys. We shall give
here the T =0 results, while the extension to finite tem-
peratures shall be discussed in Sec. IIC. In the present
case quasiparticle lifetimes are finite, thus =(p)>0.
Therefore, accordingly with Eq. (5), we shall integrate
over the momentum space the contribution from the
relevant band to the Bloch spectral function. This is
done straightforwardly assuming n(p)=%[p.(e,)], where
p.(g.) is the momentum at which the relevant band has a
stationary point. Since we are interested in only a prox-
imity of the ETT and all the relevant states are in some
neighborhood of p, and ¢, our results will not be affected
significantly by the assumption of a constant lifetime. In
this way, we obtain a formula for the special part of the
DOS that replaces Eq. (6)

n1(z,17)=aRe{§1/2}:%[(22+n2)1/2+z]1/2 , 6

where we have introduced the complex order parameter,
(=H(E —e)tin=z+in. (7"

The Riemann surface of £!/? is determined by the condi-
tion, Im{£!/2} > 0, which, in turn, implies that the special
DOS, n,(z,7m), has the same sing as the constant a. As is
apparent from Eq. (6’) and Fig. 2, the singularity already
found in the =0 theory is now smeared out and the spe-
cial term in the DOS is analytic.

In order to make progress with the theory, it is neces-
sary to neglect the dependence of the lifetimes on the en-
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n(z,m)/a

0
-10 -5 0 5 10

FIG. 2. The special part of the DOS, n,(z,7), vs the ETT or-
der parameter z in the neighborhood of an ETT. Arbitrary
units are used. Full line: n=1; dashed line: =0 (i.e., no disor-
der broadening).

ergy. This is justified in the context of the Fermi-liquid
theory, since the ETT-related properties are expected to
depend appreciably only on electronic states close to the
FS. Thus, a poor description of states far from the FS
may contribute to energy integrated quantities only with
additional, roughly linear in u, terms. These, however,
do not affect the second- and higher-order thermodynam-
ic derivatives we are interested in.

Consistently with the above assumptions, we shall cal-
culate the special part of the integrated DOS,

NyEm=[" dEn,(Eqn), (25)

without any care for the lower integration limit and ob-
tain

N,(z,m)= :I:g;—z—Re{ £3/2} +constant terms
_ 2n3(z,m)

3a?

In Eq. (26) we have introduced the phase ¢, defined as
follows:

(1—3tan’p)+constant terms . (26)

a277

2
_ . Im{é‘l/z}
2n%(z,m)

- Re{é—l/l}

nl(O,T[)
n,(z,m)

tangp = 27

A further energy integration gives us the 7"=0 special
part of the grand potential, namely,

Q(u,m)= —‘;—C;Re{g”z} +terms linear in z

+constant terms

4n3(z,7m)
= 2N (110 tan’p+ 5 tan'p)
15a
+terms linear in z +constant terms . (28)

In the limit of no impurity scattering, tangp=0 and the
above formulas reduce to the expressions discussed in the
previous paragraph. Interestingly, the expected broaden-
ing due to impurity scattering enters in our expressions
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only through the phase @, which, for not too large values
of 1, is small for z > 0.

Interestingly, the analytic structure of Eq. (28) allows
the repetition of the derivation of thermodynamic quanti-
ties along the lines of the previous paragraph. Indeed,
under the assumption that 7 is independent of the chemi-
cal potential, as is justified in a neighborhood of an ETT,
z and { are equivalent variables. Therefore the results
given in Sec. II A, namely, Egs. (19'), (21'), (22'), (23'),
(24), and (24'), apply also to the present case, provided
that n(z) is replaced by n,(z,n). The only remark shall
be that in the present, 17>0, case, the ETT-related
corrections are no longer vanishing for z <0, and that the
previously found sudden variations in the slopes are
smoothened accordingly.

C. Impure systems at T >0

As we pointed out in the previous section, the inclusion
of impurity scattering provides an analytic T =0 expres-
sion for the special integrated DOS, Eq. (26). Thus, also
finite temperature effects may be included analytically in
the grand potential, via Eq. (9). Unfortunately, in our
case, it is quite difficult to use the well-known low-
temperature expansion!3 of Eq. (9). We have found more
convenient an alternative, nonperturbative, approach.
For this purpose we shall use an exact result quoted in
the Appendix, ie., Eq. (A5). If we put there
J=Q(T,V,u) and G(e)=Q,(e), gle)=—N,(g), and
g'(e)=—n () as given by Egs. (6'), (25), and (28), respec-
tively, we readily obtain

Q(T,V,u)=0,(T =0,V,p)

© ke kaT ~mx/kBT
+a Re fo dx m2=l(_1) . e
X[(EEx)2+(EF X)) 1,
where (292)
E=x(u—e, )+in (29b)

and where the lower or upper sign correspond to those
given in Egs. (3). The integrals in Eq. (29a) are related to
the incomplete I' function. However, in their evaluation,
it is necessary to pay some attention in order to choose
the appropriate Riemann surfaces for the square roots,
accordingly with the discussion of Sec. II B. With this
care, we obtain

Q(T, V,,u)=Re[—%§5/2[1+<D(6)]] : (30)

where we have introduced the effective complex dimen-
sionless “temperature”

0=k T/ (30a)
and where the “broadening” function,
o@)=—L3 3 (—1)"F| ™ (30b)
4 <, (3]
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is defined in terms of the incomplete I" function, which
enters in F(x) in the following way:

F(x)=x"%?[e*T'(3/2,x)+ie *T'(3/2,—x)] . (30¢c)

In the present form, Eq. (30), the “special” grand po-
tential appears as the sum of its 7 =0 limit and a correc-
tion term proportional to ®(6). As shown in Fig. 3,
these corrections are relevant only in a proximity of an
ETT whose size is comparable with ky T.

Although Eq. (30) is exact as it stands, some physical
insights may be obtained by studying its asymptotic
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FIG. 3. The absolute values and the phases of the broadening
function ®(0©), © =k T /(z +in), defined in Eq. (34) are plotted
vs the dimensionless ratio z/kzT for two different values of
n/kpT. Circles: numerical estimates; full line: asymptotic for-
mula for © <1 [Eq. (32)]; dashed line: asymptotic formula for
O >1 [Eq. (32)].
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behaviors. Using well-known results for the incomplete
T function!* in both the large and small x regimes, we ob-
tain that the more significant contributions to F(x) are
the following:

F(X)g%(lﬁ)x—5/2+0(|x|—3/2) for x| <1 (31a)
and
F(x)=2x"2+0(|x|™*) for |x|>1. (31b)

In order to have asymptotic estimates of the broadening
function ®(6O), we need now to distinguish between two
different circumstances. Let us consider first the case
|8| <1, that is to say kz T < |£|. In this situation all the
terms in the sum of Eq. (30b) may be approximated by
Eq. (31b) and summed over to obtain

15 7*

q>(e)=T?eZ+0(le|4) for |©|<1, (32)

which, once inserted in Eq. (30), using also Eq. (6'), gives
2
QUT,V,u)—Q (T =0,V,u)= —1’6—(kBT)2n1<z,n) ,

(33)

which could have been obtained using the standard tech-
nique for the evaluation of integrals of the type of Eq. (9)
in the low-temperature limit.!> In the present case, how-
ever, Eq. (33) holds under the much broader assumption
|©] < 1. In other words, the “low-temperature limit,” Eq.
(33), could be realized even at relatively high tempera-
tures, provided the ETT order parameter, ¢, is large, as it
happens if the relevant states are largely broadened by
disorder.

In the opposite, |©|>1 or kz T > |£|, case, if we call M
the largest integer smaller than |6/, the sum (30b) is con-
veniently rewritten as follows:

M
S (—1)"F

m=1

_15
4

®(0)= 2

+ 3 (-D"F|Z
m=M+1

] . (34)

Applying to Eq. (34) the appropriate asymptotic formulas
for F(x), i.e., Egs. (31a) or (31b), we obtain, at the leading
orders, contributions proportional to ©3/2 and to 6?2,

D(0)=—L[(14i)c,(M)O?+¢,(M)O?]

+o0(e*?) for |6|>1, (32"
where we have introduced the coefficients
V_ M _1\m
c(M)= . : :)2
2 m=1 m
and
—1ym+1 2 M [ _qym+1
¢, (M)=2 ( 1)2 ——T 4y 3 1)2
m=M+1 m 6 m=1 m
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Accordingly, the correction term for the grand potential
shall be

QUT,V,u)—Q (T =0,V,u)=ac,(M)(kyT)"?
+ey (M) kpT)n,(z,7) .
(33")

We wish to remark that the limit |©|> 1 could not be
easily observable in a random alloy. In fact, it could be
obtained only in a vicinity of an ETT and for quite high
temperatures, kg T >7. Under these circumstances lat-
tice excitations would be relevant and could not allow us
to detect the contribution to the specific heat proportion-
al to T!/2, which is expected to arise from the T°/? term
in Eq. (33').

As discussed in Secs. II A and II B, the calculation of
the equilibrium volume at a given concentration, Veq(N ),
involves the second § derivatives of the excess grand po-
tential, which in the present case is given by Eq. (30). In-
terestingly, as is evident from Eq. (33'), no contributions
to the above derivatives arise from possible terms propor-
tional to ©°/2 in the expansion of ®(0O). Therefore, in
both the limits |©| <1 and |6| > 1, the leading contribu-
tions to 3°Q,/d%¢ come from the term proportional to
©2. Namely, we find

3201/32§= —ﬁl(z, ;5 T) (35a)
where
T e D=z |14+ 22 | KT i
1 T)=n,(z,
nl z 77 1 ¥4 77 4 n%(z,n)
X (4 cos’p—3)cos*p | . (35b)

i (z,n,T)/a

FIG. 4. The “renormalized” DOS defined in Eq. (35a),
fi,(z,m,T), is plotted vs z in arbitrary units. Dashed line: =1
and kzT=0.9; dotted line: =1 and kzT=0.5; continuous
line =1 and kT =O0; dash-dotted line: =0 and kzT=0.
Remarkably, up to relatively large values of k3T /7, the effect
of temperature consists only in a modest broadening with
respect to the T"=0 curve.
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Therefore the renormalized 7-dependent DOS,
fiy(z,m;T), will enter in our expressions, Egs. (19’) and
(21", for dV, /dN and dV ., /dN in the place of n(z). As
we show in Fig. 4 where 7,(z,7; T) is plotted, the effect of
the temperature consists in an additional smearing of the
Van Hove singularity. However, these effects are not
large for k3T /1 <0.5, and therefore, at least for many
alloy systems, they should not have deleterious conse-
quences on the possibility of observing the ETT-related
deviations from linearity in V. (N).

III. LATTICE PARAMETER AND TOTAL ENERGIES
VERSUS CONCENTRATION IN THE Ag-Pd SYSTEM

In this section we are going to discuss, also in compar-
ison with numerical calculations and measurements for
the AgPd system, the results we derived in Sec. II for the
variations of the alloy equilibrium volumes and the ther-
modynamic potentials as a function of the concentration.
AgPd alloys have a continuous fcc solid solution phase in
all the range of concentrations, and, as discussed in Paper
II, constitute a very interesting test system. In fact, on
varying the e /a ratio from 10 (pure Pd) to 11 (pure Ag),
five distinct ETT’s are encountered.

The starting point of our present discussion shall be
Eq. (21), where the charge compressibility, dV,q/dN,
was expressed in terms of the thermodynamic derivatives
v and A. These, in turn, are related through Egs. (14) and
(15) to the DOS derivatives with respect to the unit-cell
volume and the e /a ratio. Far from ETT’s, as we argued
in Sec. IT A, A and y are nearly constant. Thus, in those
concentration ranges in which no ETT is encountered,
the unit-cell equilibrium volume is linear versus e /a, or,
in other words, Vegard’s rule is satisfied. In the neigh-
borhood of an ETT, however, the nonlinear contributions
A, and y, proportional to the special DOS, n;, must also
be included. Thus, on varying the e /a ratio in a random
alloy system, we expect d¥.,/dN to be nearly constant
J

n[E~u(N+AN)]—n[E —u(N)]= _an_(gN;ﬂ
V

O
N
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until we get close to an ETT, and then to change quite
rapidly in the ETT proximity. Eventually, when the ETT
region is crossed over, the charge compressibility will ap-
proach some different, nearly constant, value. Therefore,
at T =0 and neglecting the effects of substitutional disor-
der, deviations of the lattice constant from the linearity
predicted by Vegard’s law could be associated with the
occurrence of changes in the FS topology. Clearly, ac-
cordingly with the theory of the previous section, finite
temperatures and substitutional disorder smear out the
singularity in n,. This notwithstanding, as long as the
temperature remains reasonably low and the quasiparti-
cle lifetimes not too short, such a broadening could not
hide the relatively sudden changes we expect for the lat-
tice constant trends.

In order to make the above argument more explicit, we
have estimated the charge compressibility within the rig-
id band model (RBM) of Mott and Jones.!> As is well
known, the RBM assumes that, on alloying, the band
shape does not vary, whereas the Fermi level is raised, ac-
cordingly with the band filling. Thus, in spite of its sim-
plicity, this model incorporates much of the physics of
the problem; i.e., it is able to deal reasonably well with
the e /a ratio, which, in turn, is deeply related to the ETT
order parameter z. Of course, RBM estimates of the crit-
ical concentrations at which ETT’s occur could not be ac-
curate,* nevertheless the changes in the FS topology are
described quite satisfactorily and we should be able to ob-
tain within the model a reasonable, at least qualitative,
picture of the phenomenology connected with the ETT’s.
Moreover, as we argue in Paper II, the ETT’s in AgPd al-
loys, a typical split band system, can be described quite
carefully in a RBM scheme. RBM estimates of ETT crit-
ical concentrations are actually quite accurate, as shown
in Table I, where they are compared with those from our
KKR-CPA calculations.

A RBM estimate for A is easily obtained. In fact, if we
consider the DOS’s at two different e /a ratios, N and
N + AN, we have

AN= | E—p) | Ap (36)
14 aN VvV

TABLE 1. List of the ETT’s occurring in the AgPd alloy system. For each we report the critical
concentration, as estimated from RBM and ab initio KKR-CPA calculations (Ref. 5), the correspond-
ing type of Van Hove singularity in the spectrum, the reciprocal space vector at which the transitions
occur, and the signs of the derivatives of the relevant special DOS and ETT order parameter. Here S1,
S2, m, and M stand for saddle point of index 1, saddle point of index 2, minimum, and maximum, re-
spectively. Although not relevant for the AgPd system, the values corresponding to an ETT due to a

minimum in the spectrum are also reported.

Critical concentrations Relevant
ETT RBM KKR-CPA Type k-space point sgn(dn, /dN) sgn(dz /dN)

1 10.06 10.06 S1 ~(0.39,0.39,0.47) — +
2 10.13 10.20 M L — —
3 10.33 10.35 M X — —
4 10.53 10.53 M X — -
5 10.64 10.70 S2 L + —

m -+ +
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where, as is natural in the framework of Landau’s
Fermi-liquid theory, the energies are measured from the
Fermi level. Then, inserting in Eq. (15) the expression for
[dn(E)/dN], which follows from Eq. (36) and integrat-
ing over the energy, we find

A=1/[2n(u)] .
Thus, from Egs. (21) and (14), we obtain an expression for
the charge compressibility suitable for numerical compu-
tation,

dVRBM(N _ an(E)

(37)

f,u(N)

At this point, in order to have a more immediate un-
derstanding of the implications of Eq. (37), it is con-
venient to write the alloy equilibrium volume V., as the
sum of a regular and ETT-related terms,
Veq=V&+Vi". Here V3" is originated by the ith
ETT, and, therefore, it is proportional to the correspond-
ing special DOS 7n{”(z”) and relevant only in the prox-
imity of the same ETT. Moreover, we assume
IVQ;]“)/ngl <<1. Thus, using Egs. (11) and (7), we
rewrite Eq. (21') as

N __ho
dN 7y’

=1
2

N

(38)

with A,/v, constant in each of the intervals between
different ETT’s, and

i%\(,—mz—% %_ZZ (Ao—A)n{(z(N))
——dV;\(,N) l—g—:—; (o= Ao [27(N)]
o dV(N) d(u—¢,)
dN dN
X(1—A, /Ag)n [z (V)] . (38")
Now, within the RBM de,/dN=Ai =0, thus, in

correspondence to each of the ETT’s, we have an esti-
mate for the size of dV1 /dN:

dVLN) _ AV dy 0
dN dN  dN"

In the case we are interested in, according to our rela-
tivistic local-density-approximation (LDA) KKR-CPA
calculations (paper II), apy =3.889 A and apg=4.041 A,
while the Fermi energy obviously increases with e /a.
These estimates for the lattice parameters compare favor-
ably both w1th x-ray measurements, '© apy=3.883 A and
apg=4.077 A and with theoretical calculatlons from
other groups, ¢ ap; =3.848 A and ap,=4.008 A. Thus,
for the AgPd system, sgn([dng(N)/dN]d,u./dN)>O.
Therefore, as we see from Egs. (38"), the ETT-related
contributions to the charge compressibility, dV}:q /dN,
are proportional, as expected, to the special DOS’s or, in
other words, to the “strengths” of their corresponding

[z(N)] . (38")
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Van Hove singularities in a DOS plot. As is determined
only by the special contributions, we shall find it con-
venient in what follows to calculate the sign of the first
derivative of the charge compressibility. This, in general,
is given by

d?V () ave (V) g dn{?
T Tt o eq ap 1
F T an? ‘ il BT el NPT

(39)

and thus, for AgPd alloys, it is just the opposite of
sgn(dn'? /dN). The last quantity, which is easily calcu-
lated from Egs. (6) and (7) or just from a look to Fig. 1, is
shown in Table I for each kind of Van Hove singularity.
We evaluated numerically Eq. (37) using the pure Pd
DOS from our first principle KKR-CPA calculations (Pa-
per II) at two different lattice parameters, close to the
equilibrium value, 3.884 and 3.889 A, respectively. !’ Our
results for d¥ ., /dN and for the DOS are plotted in Fig. 5
versus the RBM e/a. In the same figure the vertical lines
mark the RBM predictions for the critical concentrations
corresponding to the FS topology changes found in AgPd
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FIG. 5. (a) RBM charge compressibility, Vp4dV /dN, vs the
e/a ratio in AgPd alloys. Vertical lines identify the RBM esti-
mates for the different ETT’s found in AgPd (Ref. 5 and Table
I). The numbers marked on the top individuate each transition
and correspond to the classification given in Table I. (b) Pd
DOS plotted vs the RBM e/a. Solid line: total DOS; dashed
line: s-p DOS (note the magnification). Vertical lines have the
same meaning as in (a) and the arrows indicate, for each ETT,
the direction z >0 along which the order parameter increases.
According with Eq. (6), the special DOS in absence of substitu-
tional disorder is nonvanishing only for z > 0.
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(see Paper II). These ETT’s are listed and classified in
Table 1. In the same Fig. 5(b), accordingly with the con-
vention stated in Eq. (7), the arrows indicate the direc-
tions in which the ETT order parameter z is positive or,
in other words, where the special DOS is nonvanishing.
In the following we shall analyze in detail, on the basis of
Fig. 5 and Table I, each of the above ETT’s in the AgPd
system.

(1) At e/a =10.06 we have the first ETT due to the
disruption of a neck at ¢ ~(0.39,0.39,0.47 )7 /a. Follow-
ing the classification of Sec. IT A, it corresponds to a sad-
dle point of index 1 (S'1) in the band structure, thus the
special contribution to the DOS should be negative and
nonvanishing in the direction of increasing e /a. There-
fore, accordingly with Eq. (39), d*V.,/dN*>0 and we
have an increment of the charge compressibility for
e/a % 10.06.

(2) A second ETT occurs at e/a=10.13, due to the
presence of a band maximum at the L point, and gen-
erates a positive special contribution n; in the range
e/a 510.13, clearly visible in Fig. 5(b). This implies an
increment of dV., /dN, which is apparent in Fig. 5(a) in
the above concentration range. Since the ETT’s (1) and
(2) are very close to each other and both give rise to con-
tributions of the same sign, we cannot estimate their rela-
tive importance.

(3) At e/a =10.33 we have a third ETT related to a
band maximum at the X point. Thus, for e/a $10.33,
the corresponding special DOS and the charge compres-
sibility exhibit the same trends as in (2).

(4) At e/a=10.53, as the d bands get filled, we find a
fourth ETT with a very large effect on the DOS, again
due to a band maximum at the X point. This ETT con-
tributes to the DOS and dV./dN as in (2), for
e/a 510.53.

(5) A neck opens at L as the Fermi level crosses a sad-
dle point of index 2 (S2) in the band structure
(e/a=10.64). Here the contribution to n, is negative
and causes a decrease of the charge compressibility in the
range e/a S10.64. However, this effect is related to a
very weak singularity in the s and p DOS components, as
we show, on a magnified scale, in Fig. 5(b). Therefore,
only a small effect on dV,, /dN is visible in Fig. 5(a).

The above analysis appears to confirm the picture we
have drawn at the beginning of this section for the varia-
tions of the alloy unit-cell equilibrium volume. However,
due to the overlapping of several distinct ETT’s contrib-
uting in the same direction, we find only two concentra-
tion ranges in which dVeq1 /dN is nearly constant, namely,
about e/a ~10.4 and e /a > 10.65. As is apparent from
Fig. 5(a), the largest effect occurs as the d states get filled,
or, as discussed in Paper II, at the transition to a single
sheet, simply connected, ‘“simple-metal-like,” Fermi sur-
face.

Once dV, /dN is integrated over, our rigid band model
easily gives the equilibrium unit-cell volume as a function
of the atomic concentrations. Here, as is customary in al-
loy physics, we prefer to discuss in terms of the lattice pa-
rameter, a.q=(V,q /4)!3. In Fig. 6(a) we have plotted
the deviations of this quantity from Vegard’s rule, in for-
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FIG. 6. (a) Deviations of the lattice parameters in from

Vegard’s rule, Aa [Eq. (40)], for AgPd alloys. Full circles with
error bars: ab initio KKR-CPA calculations (Ref. 5); open cir-
cles: x-ray measurements (Ref. 10); full line: RBM (see Sec.
III). (b) T =0 mixing enthalpies, AH [Eq. (41)] for the same sys-
tem. Full circles: ab initio KKR-CPA calculations (Ref. 5) (es-
timated errors have the same size of the symbols); open circle:
experiment (Ref. 19); cross: total-energy calculations by Lu
et al. (Ref. 16). (c) Measured (Ref. 11) thermoelectric power Q
as a function of the Ag concentration in AgPd alloys.

mulas,
Aa=a(c)—[caeqag—(1—C)acqpal » (40)

where ¢ is the Ag atomic concentration. As is apparent,
our simple model compares quite favorably with room-
temperature experiments.'® In fact, the overall trends
are well reproduced, while the largest deviation is overes-
timated of about 50% and its position moved toward
lower concentrations with respect to the experiment.
However, finite temperatures and lifetimes, not included
in our RBM calculations,!? are expected to smooth the
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sudden variations found for the RBM charge compressi-
bility. Moreover, as found in Sec. IT A, the presence of
finite lifetimes causes the special DOS to be nonvanishing
on both sides of an ETT. Thus, the substitutional disor-
der could move the effects of the largest contribution to
the charge compressibility toward higher Ag concentra-
tions. As noted above, this contribution is related to the
fourth ETT at e /a =10.53, and roughly corresponds to
the RBM minimum for Aa. Interestingly, the fine effects
due to other ETT’s, while clearly visible in our plot of
dV.,/dN [Fig. 5(a)] appear to be washed out after the in-
tegration. We would like to stress that this fact has noth-
ing to do with the temperature or the substitutional dis-
order and suggests that only the effects of “strong” ETT’s
could be observed in lattice constant measurements.

In Fig. 6(a), we report also our KKR-CPA results for
the same system (see Paper II). These calculations in-
clude a corrective term to the Madelung energy in order
to account for charge correlation effects (Paper II, and
references therein). Also in this case the trends appear to
be substantially reproduced; nevertheless, the comparison
is now more difficult. Within a first-principles scheme, in
fact, the lattice parameter a is calculated, at each concen-
tration, as the position of the minimum of the total ener-
gy versus a. Unfortunately, these minima are very flat.
Therefore, while we are able to obtain accurate values for
the total energies or the mixing enthalpies [see Fig. 6(b)],
our estimates of a., are affected by errors that are
relevant on the very fine scale of the variations of Aa. In
this situation the structures visible in the plot of the
KKR-CPA Aa cannot be considered significant and the
only feature that appears relevant is an overall underesti-
mate of Aa. The source of this is probably related to the
way in which a mean-field approximation, as the CPA is,
deals with disorder. We think that fluctuations, namely,
those inducing local order, could cause quasiparticle life-
times larger than those obtained from a mean-field
theory. On the other hand, the RBM, which uses DOS’s
produced from KKR calculations for pure Pd, lies on the
same kind of basic physical approximation, namely, the
LDA. In our opinion, therefore, the more significant
difference with respect to the KKR-CPA is that RBM as-
sumes infinite lifetimes.!” The fact the RBM overesti-
mates Aa supports the above interpretation of CPA re-
sults.

We would like to conclude this section with some re-
marks about two other quantities, the enthalpy of mixing
and the thermoelectric power in AgPd alloys. The form-
er, plotted versus the concentration in Fig. 6(b), was eval-
uated from our KKR-CPA calculations (see Paper II) at
T =0, accordingly with the formula

AH (¢)=Eror(c)—[cErorag—(1—¢)Etorpal - (41)

Evidently, by virtue of Landau’s theorem on small incre-
ments for thermodynamic potentials, the ETT-related
contributions to the mixing enthalpy coincide, at the
lowest order in n, with the special parts of the grand po-
tential and, therefore, can be estimated from Eq. (10).
Thus, these contributions are expected to have a sign op-
posite to the constant a of Eq. (8), i.e., positive for saddle
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points and negative for maxima and minima in the band
structure. Indeed, we observe in Fig. 6(b) a small region,
0.05Se/a 50.10, in which AH is slightly positive. This
could be associated to the saddle point encountered in the
first ETT. In the present case, however, the ETT-related
contributions are particularly small, since they are pro-
portional to n3, while the regular terms, although
smooth, are large and not expected to be linear with the
concentration. Therefore, we cannot say anything
definitive about the quantitative influences of ETT’s on
the mixing enthalpies.

It is interesting to check against what we argued on the
basis of the trends of the lattice parameters and mixing
enthalpies, the thermoelectric power measurements for
the same AgPd alloy system.!! As is well known, in a
T =0 theory and in the absence of disorder, these quanti-
ties should diverge as |z| 7!/2 or n'(z) in a neighbor-
hood of an ETT,! while finite temperatures and lifetimes
turn the divergences in finite peaks, whose broadening is
related to T and 7.%3 It is thus natural to interpret the
sharp peak at e /a ~10.5 as due to the fourth ETT corre-
sponding to the filling of d bands. This interpretation is
consistent also with the theoretical thermopower calcula-
tions by Butler and Stocks. ¥ Unfortunately there are no
measurements at very low Ag concentration, thus the
plot in Fig. 6(c) cannot help in the discussion of the first
ETT at ¢ ~0.05. However, quite remarkably, the extend-
ed plateau region in the range ¢ R 0.20, in the light of the
above discussion, could be interpreted as the sum of two
distinct contributions merged together and related, re-
spectively, to the ETT’s 2 and 3, which according with
our KKR-CPA calculations should occur at ¢ =0.20 and
¢ =0.35. It would be interesting to test this point. One
possible way could be to repeat the thermopower mea-
surements at different temperatures. In summary, also
the thermopower measurements appear to support our
view that the ETT’s connected with ‘“strong” Van Hove
singularities, like (4), may lead to observable effects, while
it is much more difficult to evidentiate weaker ETT’s.

IV. CONCLUSIONS

In the present paper we have extended Lifshitz’s
theory of electronic topological transitions including the
effects of finite temperatures and quasiparticle lifetimes.
This was formally accomplished via the introduction of a
complex order parameter, whose imaginary part is pro-
portional to the inverse quasiparticle lifetimes. In this
way we have found an analytic continuation of Lifshitz’s
theory. This framework allowed us to deal with finite
temperatures through the introduction of an appropriate
complex broadening function whose dependence on the
dimensionless ratio between the temperature and the
ETT complex order parameter was investigated in
different asymptotic regimes. The principal result of the
above theory was a general expression, Eq. (30), for the
special, or ETT-related, part of the grand potential, exact
in the neighborhood of an ETT. Moreover, we have ana-
lyzed the dependence of the equilibrium volumes on the
(valence) electron per atom ratio (e/a) in metallic ran-
dom alloys. Namely, we have found that, whenever these
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systems undergo changes of their Fermi-surface topology
on approaching the ETT critical concentrations the lat-
tice parameter deviates from the behavior linear with e /a
predicted by Vegard’s rule. These deviations are related
to the special part of the DOS at the Fermi level, n,(u).

Our analysis of the influence of ETT’s on macroscopic
properties of alloy systems was confirmed by the study of
a real system, AgPd, for which LDA-KKR-CPA deter-
minations of the lattice parameters and mixing enthalpies
are presented. These calculations are in good agreement
with the experiments and with a simplified rigid band
model version of our theory for the variations of the alloy
equilibrium volume versus e /a. Interestingly, the largest
deviations from Vegard’s law found for the AgPd lattice
parameters (e /a ~10.5) can be associated with the ETT
due to the filling of the d bands. In fact, on increasing
the Ag concentration beyond the above value the alloy
Fermi surface undergoes a transition toward a simple-
metal-like topology, with only a simply connected struc-
ture all contained in the first Brillouin zone. The other
ETT’s found in these alloys give rise to small special con-
tributions to the DOS. Thus, their effects, while evident
in a plot of what we called charge compressibility, are
hardly distinguishable in lattice parameter measure-
ments. This view is supported also by the comparison
with thermoelectric power measurements. In fact,
e/a~10.5 corresponds to the largest peak in a plot of
this quantity versus the alloy concentration. The plateau
that is evident in the low Ag concentrations region of the
same plot could be explained as the sum of several broad
peaks due to the ETT’s with small effects on the DOS.

Our results on AgPd show that, opposite to the RBM
model, the coherent potential approximation underesti-
mates of lattice parameter deviations from Vegard’s rule.
We argued in Sec. III that this fact could be due to a sys-
tematic underestimation of the quasiparticle lifetimes re-
lated to the mean-field nature of the CPA theory. Our
detailed LDA-KKR-CPA study of the AgPd Fermi sur-
faces and their topologies is presented in Paper II.

14 555

ACKNOWLEDGEMENTS

We wish to acknowledge financial support from the Is-
tituto Nazionale di Fisica della Materia (INFM), the
Ministero per [I'Universita e Ricerca Scientifica
(MURST), and the HCM ¥, network.

APPENDIX

In this appendix we shall evaluate the integral
J= f “de fle—ulg(e),

where g(g) 1s an analytic function of the energy and
fx)=(14+¢ "8 ) ! is the Fermi function. Moreover
we assume that lim, ,__g(e)=0 and g(e) is well
behaved as e— + .

Integrating Eq. (A1) by parts, changing the integration
variable to x =e —pu and performing some other straight-
forward manipulation we obtain

(A1)

1 f+°° —x/kgT ]
J= dx — [Glpu+x)+G(p—x)],
kBT (1+e /kBT)Z
(A2)
where G(e)=f5_wdxg(x).

At this point it is convenient to expand the Fermi func-

tion derivative in powers of e B, Remarkably the
series so obtained,
e YT 1 2 /ky T
- —mx
— = S (—1)"me BT (A3)
(1+e 2Ty ksT 2,

is convergent within the domain of integration at any
temperature. In order to proceed further we insert the
series (A3) in Eq. (A2), integrate twice by parts and ob-
tain

© —x © _ —x/kpT,,,
J== Jim |[G(u+x)+Gu=x)] 3 (~e 0Tyt key Tlg (utx)—g (u—x)] 3, =
= m=1
(— —x/kBT)m
~kpT [ " dx[g (ptx)+g (u—x)] z —~ (A4)
=1
[
In Eq. (A4) the sums have to be evaluated before the  and
limit. In this way we obtain two formulas useful in the
evaluation of integrals of the kind of Eq. (A1), namely,
J= G(/.L)—kBTf [g'(p+x)+g'(u—x)] J=G(u +kBTf [g'(p+x)+g'(u—x)]
© (— —x/kgT ym
X3 (A5) —
et m XIn(1+e */*27) | (A6)
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