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An exact effective-mass differential equation is derived for electrons in heterostructures. This equa-
tion is exactly equivalent to the Schrodinger equation, and is obtained by applying a k-space transforma-
tion of variables to the Burt envelope-function theory in which the Brillouin zone is mapped onto the
infinite real axis. The mapping eliminates all nonlocal effects and long-range Gibbs oscillations in the
Burt theory, producing an infinite-order differential equation in which interface effects are strongly local-
ized to the immediate vicinity of the interface. A general procedure is given for obtaining finite-order
boundary conditions from the infinite-order equation; the second-order theory reduces to the
BenDaniel-Duke model with a §-function potential at the interface. The derivation is presented for a
simple one-dimensional crystal but can easily be generalized for more complex situations.

I. INTRODUCTION

Nearly 60 years have elapsed since Wannier’s proposal
of a full-Brillouin-zone effective-mass theory for crystals
with slowly varying inhomogeneities.1 In that time, a
considerable effort’> 32 has gone into extending this
theory to include the types of rapid inhomogeneities that
occur in common semiconductor heterostructures—
namely, far too abrupt for conventional slow-variation
techniques’">?4272° to be used, but sufficiently small in
magnitude that a single-band description remains valid
throughout the structure. Despite this effort, no satisfac-
tory generalization of the Wannier-Slater theory has yet
been found, leading many to conclude that none will ever
be found.?>3* Such judgments may be a bit premature,
however, since most previous analyses of abrupt hetero-
junctions®% 132226 have been content to stop with the
derivation of second-order connection rules for the en-
velope functions across the interface, without seriously
considering whether it might be possible to extend the
use of differential equations into the interface region it-
self. Only in recent years has this issue been confronted
directly, most notably in the exact envelope-function
theory proposed by Burt.>~2° Burt’s theory has provid-
ed a great deal of insight into why the effective-mass
method works so well at an abrupt junction; it remains,
nonetheless, a fundamentally nonlocal theory, hence it
cannot produce an exact equation of motion having the
local differential form that is usually desired.

This paper describes a theoretical approach that yields,
to the author’s knowledge, the first exact effective-mass
differential equation for electrons in heterostructures.
The method is based on a k-space transformation of
Burt’s envelope-function theory that maps the (finite)
Brillouin zone onto the infinite real axis. This mapping
eliminates all undesirable effects arising from the finite
bandwidth in k space, including both long-range Gibbs
oscillations and nonlocal effects. The resulting infinite-
order differential equation has excellent analytical prop-

0163-1829/95/52(16)/12241(19)/306.00 52

erties, since the perturbations arising at a heterojunction
decay as Gaussian functions (as opposed to the sinc func-
tions found in Burt’s formulation). The derivation of the
correct macroscopic boundary conditions for slowly
varying bulk envelopes is then straightforward (although
not trivial), allowing one to see clearly why the neglect of
the higher-order differential operators is valid even at an
abrupt junction.

The great power of the Wannier-Slater theory! lies in
its broad scope. By deliberately ignoring the question of
how the bulk band structure is to be calculated, this
theory allows us to make some very general statements
about how an electron behaves under the influence of a
slowly varying perturbation. The present work aims to
achieve this sort of generality for heterostructures. It is
therefore concerned not with any particular method of
solution for the heterostructure problem, but rather the
form of the equations that the envelope function must
obey, given that such a solution exists. Indeed, one of the
central messages of this paper is that by custom tailoring
our definition of what an envelope function is, we can ad-
just the equation of motion to have the properties that we
desire.

For clarity and simplicity the derivation will be
presented for a one-dimensional, lattice-matched, spinless
system in which a single-band description is valid over
the entire energy range of interest. The extension of this
theory to more complex situations presents no difficulty
in principle once the basic concepts are understood, but
for now it is best to consider only the simplest case possi-
ble. The discussion begins in Sec. II with a general exam-
ination of the mathematical properties of the functions
we will be considering, focusing on some of the problems
associated with restricting the envelopes to the first Bril-
louin zone. The actual derivation begins in Sec. III,
where Burt’s coupled integrodifferential equations are re-
cast as pure integral equations; the coupling between
bands is then eliminated, resulting in a single-band in-
tegral equation. In Sec. IV an attempt is made to rewrite
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this integral equation as a local differential equation, but
it is found that nonlocal terms must always be included if
the bandwidth of the envelopes is to remain finite. The
solution to this problem is the k-space mapping technique
described above and presented in Sec. V, which produces
an exact infinite-order differential equation. The
justification for discarding the higher-order differential
operators is developed in Sec. VI, along with a simple
method for determining the interface connection rules in
any finite-order theory. A review of the results is
presented in Sec. VII.

II. QUASICONTINUUM

Before beginning the derivation that is the subject of
this paper, it is worthwhile to spend some time examining
the mathematical properties of the functions that arise in
the Burt envelope-function theory. The single most im-
portant property is that all envelope functions are strictly
limited to wave vectors within the first Brillouin zone.
This constraint is imposed in order to establish a unique
relationship between the envelope-function theory and
the microscopic theory (the Schrédinger equation) from
which it was derived. To be specific, if we define the
Fourier transform according to

— 1 ikx
Flx)=—2= [ F(ke™dk

Fl)=— [ F(x)e™*dx b
=V (x)e X

(—m/a <k <m/a) for functions of a single variable and

e _1 ikx "o —ik'x" '
Hxx')=5— [ [ e™H(k ke *~dk dk

’y — 1 —ik. 1y, ik'x’ v
Hkk)=—— [ [e™™H(x,x" ) dx dx
2.2)

[—m/a =(k,k')<m/a] for functions of two variables,
then both F(k) and H(k,k’) are nonzero only in the
range —m/a <(k,k')<mw/a, where a is the lattice con-
stant. Functions satisfying this constraint are often re-
ferred to as “quasicontinuum” functions3* because they
can be completely specified (via the sampling theorem®?®)
in terms of their values at the lattice points, hence they
are in a sense both continuous and discrete. This means
that there is a fundamental mathematical equivalence be-
tween the exact envelope-function theory for electrons
and the corresponding theory for phonons. 336

This wave-vector restriction is nothing new—it is,
after all, an explicit part of the Luttinger-Kohn effective-
mass theory,2 and is implicit in the Wannier-Slater for-
mulation! as well—but it is only since the advent of the
Burt theory's that it has assumed an important role in the
analysis of heterostructures. This is because most of the
early heterostructure models were developed by grafting
together two bulk envelopes (with suitable boundary con-
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ditions at the interface), and in the bulk one can choose
to work in the limit of arbitrarily long wavelengths.
However, if one treats the heterostructure as a whole, one
is forced to deal with functions that vary rapidly on the
scale of the unit cell, and the zone-boundary region be-
gins to exert a noticeable influence on the properties of
the envelope functions.

To see this, we can start by looking at one of the most
rapidly varying quasicontinuum functions, namely the
sinc function 8z, which is defined by

By(x)= sin(m7x /a) ,
T
I (2.3)
8p(k)=—=—=B(k),
(k) Vaa (k)
where
_ 1 if |k|<#w/a

This function, shown in Fig. 1(a), is just the first-zone
part of the Dirac 8 function. When convolved with any
given function f, 8 acts as an ideal low-pass filter:

[ 85(x —x")f (x")dx'=fp(x) , (2.52)
where
fplk)=B(k)f (k) . (2.5b)

In other words, 85 truncates the given function to
Fourier components within the first Brillouin zone. For
quasicontinuum functions, f = fp, so 85 merely acts as
an ordinary 8 function.

Another frequently encountered function is the unit
step, which is useful in representing the change in materi-
al properties between two bulk media in a heterostruc-
ture. The best-known step function is the discontinuous
Heaviside function 6:

_[1ifx>o0
)= 10 if x <0
2.6)
. 1 <<
0= = |m8(k)+ - | (—wSkSw).

This is, of course, not a quasicontinuum function, since
an infinite bandwidth is needed to represent the discon-
tinuity. The quasicontinuum version of the unit step may
be obtained by inserting (2.6) into (2.5), which yields

65(x)= 7 85(x")dx'=+Si(mx /a)

2.7)
05(k)=B (k)o(k) ,

where Si(x) is the sine integral.?’

and Oy are depicted in Fig. 1(b).

From the behavior of 8 and 6 in Fig. 1, one of the
most undesirable features of the quasicontinuum formal-
ism should now be apparent, namely that any rapid

The step functions 6
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change is always accompanied by the appearance of
long-range oscillations. These oscillations, commonly
known as Gibbs oscillations, are of substantial magnitude
even many lattice constants away from the discontinuity.
They arise from the abrupt truncation of the quasicontin-
uum functions at the zone boundary. Although they are
in a sense mathematically ‘“‘real” —since the quasicontin-
uum is an exact representation of the underlying micro-
scopic theory—one should be very cautious in interpret-
ing the physical significance of these oscillations.

For example, consider the linear chain of atoms
represented by the circles in Fig. 1(a), where only a single
atom is displaced from equilibrium. This is clearly a
strongly localized displacement pattern. The quasicon-
tinuum envelope representing this displacement is pro-
portional to §5(x), which vanishes at all lattice points
other than the one displaced. Overall, however, 85(x) is
very poorly localized, dropping off in magnitude only as
1/x. Therefore, if one does not take into account the fact
that the envelope has physical meaning only at the lattice
points, it is easy to be seduced into attributing more
significance to these long-range oscillations than actually
exists.

In addition to this pitfall of a physical nature, the
Gibbs oscillations lead to another problem of a strictly
mathematical character. As an example, suppose that we
wish (for reasons to be seen below) to calculate the mth-
order moment of inertia I,, (m =0) associated with the
displacement pattern in Fig. 1(a). If we perform this cal-
culation as a discrete sum, there is no problem; taking the
displaced atom to be at x,, =na, we have simply
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FIG. 1. Quasicontinuum functions: (a) &
function, (b) step function.
I m= 2 xr:"l 8nn'
”
=x,", (2.8a)

where 8, is the Kronecker delta. This sum involves
only a single nonzero term, so there is no question of its
convergence. On the other hand, if we perform the cal-
culation in the quasicontinuum, we must be more careful:

L= [x™8(x —x,)dx . (2.8b)
Since 85(x) decays only as 1/x, this integral fails to con-
verge for m =21, and for m =2 it exhibits an unbounded
oscillatory behavior. The center of these oscillations is
the value I,, =x,” found in (2.8a), and indeed this is the
answer one obtains upon transforming (2.8b) to k space, *
but this is by no means an adequate substitute for actual
convergence. Thus, despite the formal mathematical
equivalence between the discrete expression (2.8a) and its
quasicontinuum counterpart (2.8b), the latter has such
poor convergence properties as to make it totally useless
as a numerical tool for calculations of this type.

These examples clearly show the disadvantages of the
quasicontinuum formalism in terms of both physical in-
terpretation and mathematical utility. However, given
the unique relationship that exists between the quasicon-
tinuum and the original microscopic theory, it is not easy
to see how these difficulties could be circumvented
without abandoning the exactness of the theory. For the
moment, therefore, these problems will be set aside (to be
revisited in Sec. V), turning our attention instead to the
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derivation of envelope-function equations from the
Schrédinger equation.

III. INTEGRAL-EQUATION THEORY

The starting point for the present analysis is the one-
dimensional Schrédinger equation

2 2
— AW ) =Ewx)

— (3.1)

where m is the free-electron mass and V(x) is a non-
periodic microscopic potential. In the Burt envelope-
function theory,!®!® the wave function 9 is expanded
over a complete orthonormal set of basis functions that
have the periodicity of the underlying Bravais lattice:

Y(x)=3F F,(x)U,(x) , (3.2)
where
U,(x)=U,(x +a) . (3.3)

The basis functions U, have the same form throughout
the heterostructure, independent of the local material
composition (else they would not be periodic); they are
not necessarily the zone-center Bloch functions for any of
the bulk media making up the structure. Because they
are periodic, the U, have Fourier coefficients only at the
reciprocal-lattice vectors. The envelope functions F,
must therefore be restricted to wave vectors within the
first Brillouin zone; otherwise, the product in (3.2) leads
to overlap in k space, and the envelopes cannot be
uniquely determined from the wave function .

In representation (3.2), the Schrédinger equation (3.1)
takes the form of an infinite set of coupled
integrodifferential equations for the envelopes F,:!51°

w d°F, g dF,,
%‘,pnm dx

+3 [ W, (x,x")F,,(x"Ydx'=EF,(x) ,

(3.4)

where

. du,,
! dx

Prnm = funitU:

cell
ry —
an (x,x")= Tnm

2
T =f U* __ﬁz_d Un
nm unit " 2m  dx?
cell

dx
a

’

Sp(x —x")+V,,(x,x'),
(3.5)
dax
a

>

Vim (%,3)= [ 85(x —=x")UF(x" )V (x")U,, (x")
X8p(x"—x")dx" .

In these equations p,,, is the momentum matrix element
(a constant), T,, is the kinetic-energy matrix element
(also a constant), and V,,(x,x') is the nonlocal
potential-energy operator. Note that ¥, is nonlocal (ex-
cept in bulk media) even though the microscopic poten-
tial V is local; also note that every function appearing in
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Eq. (3.4) is a quasicontinuum function.

The fundamental problem we are now faced with is
how to reduce the infinite set of coupled equations (3.4) to
a single uncoupled equation without introducing any ap-
proximations. The first step is to rewrite Eq. (3.4) in the
form of a pure integral equation:

S [H,,(x,x")F, (x")dx'=EF,(x) , (3.6)

in which the nonlocal Hamiltonian operator H,,,, (x,x’) is
given by

ﬁz ”n
Hnm(x,x’)=——2;8nm83(x —x')

- %p,,m 8p(x —x" )+ W, (x,x') . (3.7)
Attention will now be focused on a single band s, which is
assumed to overlap no other bands over the energy range
of interest (e.g., the I'q conduction band in most direct-
gap III-V compounds). The equation of motion (3.6) for
this band may be written as

sts(x,x’)FS(x')dx’-}— S st,(x,x’)F,(x')dx’

=EF,(x), (3.8)

in which the second term describes the coupling to all
other remote bands r. The equations of motion for these
remote bands are

S [ [H,(x,x)—E8,85(x —x')|F,(x")dx’

+ [H,(x,x")F,(x)dx'=0. (3.9)

To proceed further we need to eliminate the interband
coupling by solving Eq. (3.9) for F, as a function of F,.
This equation can be solved exactly if we define the in-
verse of a general operator A by the relation

S [ Apex™) A (x",x")dx " =8,85(x —x') , (3.10)
k

which may be written in abbreviated notation as
AA~'=1. The operator needed to solve Eq. (3.9) is the
Green function

G=(E1—-H)!, (3.11)

in which H is the matrix obtained by deleting the sth row
and column of H. The ability to calculate the inverse
(3.11) is not essential and will not be considered in this
paper. The primary concern here is the existence of such
an inverse, since its existence allows us to determine the
correct form of the solution to (3.9) without performing
any detailed calculations. This inverse will fail to exist
only if the energy E crosses over into the range of ener-
gies represented by the remote bands r. This is not a
problem unless the band s is degenerate with one or more
of these bands, in which case the band r is not really “re-
mote.” Such a degeneracy may occur either within a
given medium, as in the I'y valence bands of most zinc-
blende compounds, or across the heterojunction, as in the
overlap of the I'g and I'g bands that occurs in InAs/GaSb
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heterostructures. Within the present formalism these
cases must be treated using a multiband approach, which
is outside the scope of this paper. It will be assumed in
what follows that no such degeneracy exists.

The remote-band envelope function F, is therefore
given by the following solution to Eq. (3.9):

F(x)=3 [ [ G, x M H oy (x",x")Fy(x")dx"dx"" .

(3.12)

This may be substituted into Eq. (3.8) to obtain the
desired single-band equation of motion:

J H(x,x")F(x")dx'=EF (x) (3.13)

in which F =F; is the single-band envelope function and

H(x,x")=Hy,(x,x)+ 3 [ [ H,(x,x")G (x",x"")

xH’.'s(x,”,x, )dx rldx "
(3.14)

is the nonlocal single-band Hamiltonian. In Eq. (3.13) all
explicit reference to the band index s has been dropped
for simplicity.

Within the specified energy range, the integral equation
(3.13) is still exactly equivalent to the Schrodinger equa-
tion. However, since our ultimate goal is to eliminate the
appearance of any explicit nonlocal effects, it is obvious
that we will need to find some way to transform this
equation into a local differential equation. The derivation
of such an equation is considered in Sec. IV below, but
before beginning the derivation it is convenient to intro-
duce a few (not very restrictive) assumptions in order to
simplify the results. In what follows it will be assumed
that: (i) the functions U, do not merely have the symme-
try of the Bravais lattice, but are basis functions for the
space group of the underlying crystal structure; (ii) there
exists some Hamiltonian with the symmetry of this space
group that the functions U, diagonalize; and (iii) the U,
may be chosen to be strictly real.

As an example, consider the case of an
InP/Ing 53Gag 47As superlattice, for which the space
group of the underlying crystal structure is the zinc-
blende group T2. Now imagine the spectrum of Hamil-
tonians obtained by continuously deforming the micro-
scopic Hamiltonian of bulk InP into that of bulk
(virtual-crystal) In, 53Gag 47As. Assumptions (i) and (i)
will be satisfied by taking the U, to be the zone-center
eigenfunctions for any of these Hamiltonians. Assump-
tion (iii) then follows directly from time-reversal symme-
try,3%3% since these are I'-point basis functions in a zinc-
blende crystal.

Using condition (iii) it is easy to show that T,, and
V,. are real and p,,, is purely imaginary. Since the ma-
trix p,, is both Hermitian and imaginary, its diagonal
elements must be zero. In addition, the multiband Ham-
iltonian H,,, is both Hermitian [H,,,, (x,x')=H, (x',x)]
and real, thus it is symmetric [H,, (x,x') =H,,,(x',x)].
Therefore the single-band Hamiltonian H is also Hermi-
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tian, real, and symmetric:

H(x,x')=H (x',x) . (3.15)

This symmetry property will significantly reduce the
complexity of the differential equations considered below.

IV. LOCAL TRANSFORMATION

The appearance of nonlocal interactions in an
envelope-function theory is, again, not a new concept
(dating back at least to Luttinger and Kohn?), but, like
the quasicontinuum restrictions on the envelopes, its
significance in a heterostructure has been mostly ignored
until recently. The first detailed exploration of nonlocal
effects at a heterojunction was performed by Burt, !5
who showed that the exact equation of motion can be re-
placed, to a very good approximation, with a local
differential equation. The goal of this section is to deter-
mine whether it is possible to achieve this result without
any approximations. It turns out to be impossible to do
this within the quasicontinuum formalism, but in making
the attempt we will gain valuable insight into how such a
transformation can be achieved.

In an inhomogeneous medium, one can use the chain
rule to rearrange the terms in a differential equation in a
variety of different but equivalent ways. To narrow the
scope somewhat, the present analysis will focus solely on
attempting to rewrite the integral equation (3.13) in the
form of the following infinite series:

d dF
Hy(x)F (x)+ o Hz(x)dx
d? d*F _
+—-dx2 H4(x)—dx2 + .-+ =EF(x). (4.1

The specific form shown here (i.e., that of a generalized
Sturm-Liouville equation) is desirable because of its high
symmetry; note that there are no odd-order terms, and
that the differential operators are symmetric with respect
to the various coefficients. The lack of odd-order terms is
a consequence of the symmetry (3.15) of the nonlocal
Hamiltonian.

We may begin the analysis by transforming the equa-
tion of motion (3.13) to k space:

J H(k,k")F(k")dk'=EF (k) . 4.2)

Now since the desired form (4.1) contains a series of
terms involving products of functions of x, and since a
product in x space corresponds to a convolution in k
space, it is reasonable to start by trying to isolate the
(k —k') dependence of the operator H(k,k’). The easi-
est way to accomplish this is to transform variables by ro-

tating the axes by 7 /4 in both x space and k space:>*
X=(x—x")/V2, X'=(x+x")/V2, w3
K=(k'+k)/V2, K'=(k'—k)/V2. '

To go along with this change of variables, it is convenient
to define an operator a by the relations
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BXx,x')=H[x(X,X'),x"(X,X"],

(4.4)
AK,K')=H[k(K,K'),k'"(K,K")] .

The rotated variables are useful because they allow us to
distinguish the effects caused by nonlocality (X) from
those due to inhomogeneity (X’). (This may be seen from
the fact that A is independent of X’ in a homogeneous
medium.) These variables also make it easier to treat the
symmetry properties of the Hamiltonian, since the sym-
metry (3.15) simply means that H must be even function
of X:

Bx,x)=8B—-XX'). 4.5)

Therefore, if we rewrite the Fourier transform (2.2) in

terms of ﬁ,

AKK)=- [ [e ®AX XXX X dX', 4.6
2T

only the even part of the integrand makes a nonzero con-

tribution:

AKK)=== [ [cosKOBX,X e XXX dX' . 4.7)
27

To proceed further we need to write out the Taylor-
series expansion for the cosine function in (4.7). Since all
terms in this series are functions of K2X2, we may then

substitute
K*=K"+2kk’ . (4.8)

Collecting all terms of the same order in kk’, this yields
the following series expansion for H:

1 0
H(k,k')=—==B(k)B(k’ —kk')"H,,(k —k') ,
Ve (k) )néo( )"H,, ( )
(4.9)
where the coefficients H,, are defined by
ne 2" KX ,
H,,(k—k )———‘/—.2.7ffe Ax,x")x*
< j! (—iK'X)*7 ™
X2 G = 2
XdX dX' . (4.10

Equation (4.9) may now be transformed back to x space,
which yields

H(x,x")=3 fS(B”’(x —x")H,, (x")8(x"—x")dx" ,
n=0

4.11)

where 8%(x)=d"85/dx", and H,,(x) is the Fourier
transform of (4.10). Finally, if we substitute this series
expansion into the nonlocal equation of motion (3.13), the
following result is obtained:

[85(x —x')[ s 4

n=0 dx'"

d"F
dx'"

H,, (x')

]dx’=EF(x) .

(4.12)
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This equation, although now very close to the desired
form (4.1), is still nonlocal. The “local transformation”
advertised in the title of this section has therefore failed
to live up to its name. The reason why the last remnant
of nonlocality in (4.12) cannot be eliminated is that the
product of H,, and F'" will occupy, in general, a region
in k space twice the size of the first Brillouin zone. The
convolution with respect to 8 is therefore needed in or-
der to truncate these out-of-zone terms and restore the
left-hand side to the quasicontinuum. (The only case in
which this convolution is unnecessary is that of a homo-
geneous medium, where the coefficients H,, are indepen-
dent of x.) The problem cannot be alleviated, for exam-
ple, by limiting the envelopes to the inner half of the Bril-
louin zone,*? since the left- and right-hand sides of the
equation would then still occupy different regions in k
space. As a consequence, in an inhomogeneous medium,
the exact equation of motion for any envelope function of
finite bandwidth must necessarily be nonlocal.

This is rather disheartening, since it means that, in ad-
dition to the long-range Gibbs oscillations that appear in
the coefficients H,,(x), we are now forced to contend
with a further smearing effect arising from the convolu-
tion in (4.12). If we remain with the quasicontinuum for-
malism, the only way to eliminate these problems is to
discard them outright. The justification for these approx-
imations has already been presented by Burt,!®!° but it
would clearly be to our advantage to reformulate the
theory in such a way as to avoid completely the need for
any such compromise. This may be achieved through a
properly chosen transformation of variables, as demon-
strated below.

V. METACONTINUUM

A. Basic properties

The root of all the mathematical problems described in
the preceding sections lies in the finite bandwidth of the
quasicontinuum functions. This, in turn, can be traced
back to the requirement that there be an unambiguous,
one-to-one correspondence between each function in the
envelope-function space (in this case, the quasicontinu-
um) and its analog in the microscopic space (i.e., the
space of all sufficiently regular square-integrable wave
functions ¥). However, the only reason for transforming
the theory from the microscopic space to the quasicontin-
uum in the first place was the resulting simplification of
the equations of motion. Now that a number of problems
have cropped up in the quasicontinuum, there is certainly
nothing that forbids us from transforming the theory yet
again in order to eliminate these problems, provided that
the transformation is one to one.

The desired transformation would be a mapping of the
quasicontinuum, which is defined on the finite interval
—m/a <k < /a, onto a space defined on the infinite in-
terval — o <gq =< oo, where g plays the same role in this
space as k in the quasicontinuum. Ideally, this transfor-
mation would also convert oscillatory functions such as
85(x) into more strongly localized functions such as the
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. —x2 . . .
Gaussian (e *), but without altering any significant

physical content of the theory. A mapping which
possesses all of these properties is

k=Terf| 9% | (—w/a<k<w/a, —0<qg<w),
A
(5.1)
where
2 x _.2
erf(x)—‘/—;foe “dt (5.2)

is the Gaussian error function. The power series expan-
sion for this mapping is*’

_ 0 (_l)n
k=4 3 Non +1D)

n=0

2n

e , (5.3)

W

which reduces to k =gq in the limit of small q. One can
see from the graph in Fig. 2 that ¢ is indeed very close to
k in the vicinity of the zone center, the difference becom-
ing appreciable only near the zone boundary.

In addition to the mapping (5.1), we need to establish
transformations for the various quasicontinuum functions
and equations, the object being that the equation of
motion have the same form in both g space and k space.
To transform integrals, one needs the relation

dk =G*q)dq , (5.4)
where
G(g)=e 97 /87 (5.5)

is a suitably normalized Gaussian function. The ap-
propriate definitions for g-space functions and operators
are

f(@=G(q)F[k(q)],
h(q,q')=G(q)H [k(q),k'(q")]G(q") ,

(5.6)

where the transformed functions are distinguished nota-
tionally through the use of lower-case letters. One may
then construct x-space functions through the Fourier
transforms

— 1 igx
f(x) mff(q)e dg

1 . , (5.7)
f(q)=‘/—2—7;ff(x)e dx
(—w=<g=<ow)and
Y — 1 igx ' —ig'x" ’
h(x,x )-—foeqh(q,q e M *dqgdq’, -

= 1 — i ’ iq'x’ ’
h(q,q )—Effe axp (x,x')e'™ dx dx

[— =(q,9')< ©], which are identical in form to the

earlier relations (2.1) and (2.2) for the quasicontinuum;

note, however, that f (x)#F (x) [see Eq. (5.10) below].
An apt name for the resulting envelope-function space
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FIG. 2. The metacontinuum mapping function (5.1).

would be the “metacontinuum,” reflecting both its origin
as a transformation of the quasicontinuum and its ability
(shown below) to transcend all of the flaws in the
quasicontinuum. Note that the defining relation (5.1) for
the metacontinuum is not in itself unique, since
there exists an infinity of other mappings that would
achieve approximately the same effect. [Consider, for
example, the mappings k =(w/a)tanh(ga/m) and
k =(2/a) arctan(qa /2); the latter is just the bilinear
transformation used in digital filter design.*°] However,
once a particular definition has been chosen, it establishes
a one-to-one correspondence between the metacontinuum
and the quasicontinuum; hence, an envelope-function
theory based on the metacontinuum formalism is still ex-
actly equivalent to the original microscopic theory. The
specific mapping (5.1) was selected here because of its
close relation to the Gaussian function, which has ideal
mathematical properties in a number of ways.

One of the most important of these properties is that
definition (5.6) always generates entire functions—that is,
functions which are analytic (infinitely differentiable) for
all |x| < . For a function to be entire, it is sufficient*!
that its Fourier transform go to zero faster than |¢| ™" for
any finite n as |g|— o, which the factor G (g) in (5.6) ob-
viously does. Not all possible mappings k (g) lead to this
property—for example, although k =(s/a)tanh(qa /)
does  generate entire functions, the choice
k =(2/a)arctan(ga /2) yields functions such as e ~ Il
with slope discontinuities.

The relationship between the metacontinuum and the
quasicontinuum was presented above in Fourier space,
but it may also be given directly in x space. If we define
the transformation operator

TGB(x,x’)=$fG(q)e"q"e ~k=dg (5.9)

then the metacontinuum function f(x) is obtained from



12 248

the quasicontinuum function F(x) via the integral

f(x)=fTGB(x,x')F(x’)a’x’ , (5.10)

which will usually be written as f(x)=M[F(x)] for
short. The inverse relation F(x)=M ~![f(x)] is given
by

F(x)= [ Tpe(x,x")f (x")dx" (5.11)
in which
TBG(x,x')=TGB(x’,x) . (5.12)

Although f(x) and F(x) are not equal, they do have the
same area, since

[ F(x)dx =V2xF (k)| =
=\/?7;‘f(q”q=o
= [ f(x)dx .

Also, the area under the product of any two quasicontin-
uum functions is equal to the area under the correspond-
ing metacontinuum product:

[ Fi0F,(x)dx = [ F\(—kF,(k)dk
= [ 11(=a)f2(q)dg

(5.13)

= [ f1(x)f(x)dx . (5.14)
1.5 —
8- (x)—-
1.0 - ¢ (a)
=
T o0sH G
0.0 N\ LN e~
T T T T T T T 1
5 4 3 2 -1 0 1 2 3 4
xla
1.0+ 9(;1(x)
0.8 - b
o 06
= 04
0.2 — 65,(x)
0.0 055(x)
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3 2 -1 0 1 2
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In particular, this means that

JIF)%dx = [ |f(x)|%dx (5.15)

so the concept of probability density can still be used in
the metacontinuum in theory.

B. Transformation of functions

As an example, if we apply transformation (5.10) to the
quasicontinuum delta function 8, the result is

M[85(x)]=84(x), (5.16a)
where
SG(X): %e —2mx%/a? ,
(5.16b)

1
¢(q) Vo (q)

This function, shown in Fig. 3(a), has the desired Gauss-
ian shape in both x space and g space. It is easy to verify
that §5(x) and 85(x) satisfy Eqgs. (5.13) and (5.15); in par-
ticular, both functions are normalized to unit area.

There are many different possible definitions for a
metacontinuum step function; three examples are

FIG. 3. Metacontinuum functions: (a) &

function, (b) step functions.
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061(x)=M[0p(x)],

02()=[" 8g(x")dx'=L[1+erf(V2mx /)],  (5.17)

Og3(x)=M |a 3 8z(x —na—ars2)| .
n=0

These functions are shown in Fig. 3(b). They differ slight-
ly in the range |x| <a, but outside this range they are all
effectively constant.

The functions (5.16) and (5.17) are useful mainly in
describing the behavior of the material properties at an
interface. For the electron envelope function itself, con-
sider the following example:

L(x)=e~ak
e 1 20 k< (5.18)
A e (T EkER)

where script letters are used to indicate that this is nei-
ther a quasicontinuum nor a metacontinuum function.
This type of envelope arises in the second-order effective-
mass theory from either an attractive 8-function poten-
tial® or a change in sign of the effective mass at an inter-
face;2! it provides an extreme example of the slope
discontinuity normally associated with a heterojunction.
The envelope (5.18) is shown in Fig. 4 (for the case
a=1/a) along with its quasicontinuum truncation
[F(k)=B(k)/ (k)] and its metacontinuum transform
[f(g)=G(q)/(k)]. The quasicontinuum envelope F(x)
shows the usual Gibbs oscillations, but the only difference
between the metacontinuum envelope f (x) and the origi-

1.0 — exp(—Ixl/a)
Na)
R
1.0
0.8 —
06—
=
= 0.4 —
0.2 —
0.0
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nal envelope /(x) is the smoothing of the slope discon-
tinuity at the interface. Therefore, although the
definition of the envelope functions may be a bit more
complicated in the metacontinuum than in the quasicon-
tinuum, the end result is an envelope which is much
closer to that found in the standard effective-mass theory.

This process may be continued indefinitely, but it
should be clear from the examples given here that the
mapping (5.1) has succeeded in its first goal, which was
the elimination of the Gibbs oscillations that plagued the
quasicontinuum theory. The metacontinuum functions
are strongly localized and well behaved, with the dom-
inant feature being the smoothing of any transitions that
occur on a scale more rapid than the lattice constant. Al-
though they have an infinite bandwidth in g space, they
drop off very rapidly with increasing g due to the
influence of the function G (q).

C. Transformation of operators

The next step is to show that the same conclusions
hold true for nonlocal operators. The single-band Hamil-
tonian H (x,x’) is a rather complicated function, so the
following examples will be worked out on the simpler
multiband Hamiltonian H,, (x,x’). The kinetic-energy
(T,, ) term is easiest, since it is proportional to 8, which
transforms as

M[dp(x —x")]=8(x —x') ; (5.19)

note the difference between this operator relationship and
the earlier relation (5.16) given for functions. The p,,,

FIG. 4. Envelope function
/Z(x)=exp(—|x|/a). (a) Quasicontinuum
truncation. (b) Metacontinuum transform.
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term is slightly more complicated, because the act of
differentiation is not the same in the metacontinuum and
the quasicontinuum (since k5q):

2
' )] =&/ — ! a " ! e
M[83(x —x")]=8"(x —x )+—l277-8 (x —x")+

n
(12

4

- 1
=2 nl(2n +1)

n=0

X8+ (x —x') . (5.20)

The right-hand side is, however, still strictly local. A
similar result may be obtained for the transform of the
free-electron term in the Hamiltonian (3.7).

To treat the nonlocal potential ¥V, (x,x'), it is first
convenient to define the following microscopic function:

yimicl x)=U*(x)V(x)U,,(x) . (5.21)
The definition (3.5) of V,,, (x,x’) is therefore equivalent

to

1 .
k,k')=—=—=B(k)B(K")Vmek —k’) . (5.22
Vom ) Vo (K)B(k")V e ) ( )

Now in a homogeneous medium, the microscopic poten-

tial ¥ (x) is periodic, so this reduces to
Vom(k,k'Y=B (k)B(k")WVO8(k —k') , (5.23)

where V.9 is the average value of V{™i°(x). The nonlo-
cal potential is therefore of the form

Vom (X,x")=VI8(x —x') , (5.24a)
or, in the metacontinuum,
U (%, x")=V198(x —x") . (5.24b)

The situation is not quite so simple if the medium is inho-
mogeneous. In general we have

" — 1 igx y7(mic) ’
Dy (X, X )—WIIG(q)eq yimied( g — k")

XG(q')e *dq dq’ . (5.25)

To isolate the nonlocal effects we may introduce the axis
rotation (4.3), which yields

A~ 'y 1 iQXy/(mic)y _+/~Ap !
X XV= L [ [ Gloe e - vk

XG(Q")e 9XdQdQ', (5.26)
where Q =(q'+¢q)/V2 and Q'=(q'—¢q)/V2. Now if K’
were independent of Q, we could integrate with respect to
Q immediately and find '

A , _'7_ 1

X [ G(Q"Vimie(—v2K " )e T X'dQ" .
(5.27)

The nonlocal interactions in an inhomogeneous medium
would therefore have a simple Gaussian dependence.
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] .

(5.28)

However, K' is not independent of Q:

—m (Q+0Q"a Q-0
K V5a [erf

2V 21

— —erf
2V 2

The expression (5.27) is therefore not strictly correct. It
is nonetheless a good approximation to (5.26), since the
integrand of (5.26) is of appreciable magnitude only for
small Q and Q’. In this limit K’ is approximately in-
dependent of Q, since to lowest order (5.28) reduces to
K'=Q'’, with the first corrections being proportional to
(Q’)® and Q'Q?% Thus K’ is only a weak function of Q,
and (5.27) correctly describes the dominant nonlocal
behavior of the potential-energy operator in an inhomo-
geneous medium.

Therefore the metacontinuum transformation yields
the same kind of benefits for nonlocal operators that it
does for functions. The above discussion treated only the
multiband Hamiltonian H,,,(x,x’), but it is easy to see
that the same arguments can be applied to expansion
(4.11) for H(x,x'); the only difference would be an in-
crease in complexity of the final results.

D. Effects of translation

Despite its obvious advantages, there is an important
limitation to the metacontinuum theory having to do
with its properties under translation. Examples
(5.16)—(5.18) dealt with functions centered at x=0, but
suppose we now consider what happens when a function
S (x) is translated by a distance x:

R (x)=8(x —xq) . (5.29)

The Fourier transforms of these two functions are related
by

R(k)=e "os(k), (5.30)

i.e., by a phase shift which is linear in k. However, the
phase shift between the metacontinuum functions is non-
linear in g:

—ikx

rig)=e "Os(g)#e Tos(q) . (5.31)

The metacontinuum function r(x) is therefore not the
translation of s (x):

r(x)#s(x —xg) . (5.32)

In fact, the properties of the mapping k (q) show that al-
though the small-g components of r are translated by
nearly x,, its large-g components are translated very lit-
tle.

A specific example of this behavior is shown in Fig. 5,
which compares M [6z(x —10a)] with 8g(x —10a).
These two functions are obviously not the same, with the
phase distortion in the former leading to rapid oscilla-
tions at x=0 that become progressively slower near
x =10a. The metacontinuum transformation therefore
yields no advantages for translated functions comparable
to those seen for functions centered at the origin.
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This means that the mapping (5.1) produces results
that are directly useful only when it is applied to a single
heterojunction. To treat extended structures such as su-
perlattices, we must break the structure up into a series
of independent units, each containing only a single junc-
tion, and apply the metacontinuum transformation to
each of these units individually. For this step to be valid
the interfaces must be sufficiently far apart that they are
truly physically independent. In other words, the inter-
face separation must be at least twice the interaction
range [ of the nonlocal Hamiltonian, where [ is the

minimum distance for which the condition
h(x,x')=0 for |x —x'|=1 (5.33a)

is satisfied for all x. To be more specific, if the parameter
n<<1 is deemed negligible, then / is the minimum dis-
tance for which the condition

fxvllh(x,x')Idx'+f°<> |h(x,x")|dx’
— o x+1

=< (5.33b)
fx+l|h(x,x')|dx' K

x—1

is satisfied for all x. (Note that this definition works only
in the metacontinuum because the area under |§p(x)]
diverges logarithmically, hence the quasicontinuum range
I is always infinite.) If the separation between interfaces
is less than 2/, we can still treat them as independent, but
this may incur errors of order 1 or larger due to the
neglect of interference effects. The application of the
metacontinuum theory to extremely short-period super-
lattices (period <4/) is therefore questionable, although
it may turn out to be a good approximation in practice.
No such restriction applies to thin quantum wells, how-
ever, since there the interfaces need not be separated; a
transformation applied to the entire well yields results
similar to those found at a single heterojunction.

To get an idea of how large the parameter / is in a typi-
cal system, note that many compound semiconductors
are well described by an empirical tight-binding model
that includes nearest-neighbor interactions only.** In
these cases a good choice for / would be the second-
neighbor distance. This may not be true in all materials,
of course, so it is wise to keep in mind the limitations of
the theory when applying it to different systems.

In general, if one wishes to apply the metacontinuum
transformation to an interface located at x =x;, then the
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FIG. 5. Effect of transforming a translated
function, showing that M[F(x—x,)]
Ff(x —x¢).

14

change of variables (5.6) must be modified as follows:
f@=G6(@e " ™Fw),
h(g,q)=G (@' " H (k,k")G(q")e

This phase shift effectively translates the quasicontinuum
functions from x; back to the origin, applies transforma-
tion (5.6), and then returns the metacontinuum functions
to the interface location x;.

The remainder of this paper deals explicitly only with
single heterojunctions. Structures such as quantum wells
and superlattices are assumed to be obtained by superpo-
sition of the basic heterojunction results (with the excep-
tion of the thin quantum wells discussed above). The
theory is exact for a single junction, with errors due to
the neglect of interference between junctions in a super-
lattice dropping off exponentially with increasing inter-
face separation.

—i(k'—q")x, (5.34)

E. Equation of motion

We may turn now to the question of what effect the
metacontinuum transformation has on the equation of
motion. It is not difficult to see from definitions (5.4) and
(5.34) that the g-space equation of motion is formally
identical to the k-space equation (4.2):

fh(q,q')f(q')dq'=Ef(q) .

The Fourier-transform relations (5.7) and (5.8) ensure
that this is true in x space as well:

J he,x))f (x")dx'=Ef (x) .

(5.35)

(5.36)

Therefore, to reduce (5.36) to a local differential equation,
we need only apply the machinery of the local transfor-
mation developed in Sec. IV—but with much greater
hope of success this time, since the metacontinuum func-
tions are not band limited.

The equations given in Sec. IV will for the most part
not be rewritten here, since they can be obtained easily
from the substitution (F,H,k,K)—(f,h,q,Q). The first
major difference appears in Eq. (4.9), which becomes

h(q,q')=#2n=o(—qq’)"h2n(q —-q’) . (5.37)
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Note that the factors B (k) restricting the expansion to the quasicontinuum are no longer present. In essence, this is be-
cause B (k) has been replaced with G(gq), which has then been absorbed into the definition of 4 (q,q’). Another

difference occurs in (4.10):

(_iQ:X)Z(j—n)

=2 QX Ny 5 J!
han(q —q') ‘/ﬁffe h(X,X")X ,2

i=p

The difference here is that B (X,X') has Gibbs oscilla-
tions as a function of X, while h (X,X’) does not. Equa-
tion (4.10) will therefore suffer from the convergence
problems discussed in Sec. II, none of which occur in
(5.38). Explicit formulas for 4,,(x) may be found in Ap-
pendix A.

Finally, since g is allowed to range over the entire real
axis, the quasicontinuum & functions in (4.11) are re-
placed with Dirac § functions:

hux)= 3 [870x —x )y (x 16" (x" —x")dx" .
n=0
(5.39)

The metacontinuum equation of motion corresponding to
(4.12) is therefore local, as expected:

S 2Lt
dx

n=0 dx"

=Ef(x) . (5.40)

The transformation to the metacontinuum has thus elim-
inated both of the major problems (Gibbs oscillations and
nonlocal effects) associated with the quasicontinuum.

Equation (5.40) is exactly equivalent to the Schrodinger
equation; it represents the central achievement of this pa-
per. Before proceeding any further, we should stop and
examine the physical meaning of this equation, in partic-
ular the meaning of the coefficients 4,,(x). Although the
above discussion has focused on the effect of the
metacontinuum transformation on interface functions
such as 85 and Oy, there is also an effect on the bulk
coefficients which must be understood if Eq. (5.40) is to
be interpreted and used correctly.

nl(j —n)!

(5.38)

2! ]dX X' .

f

In a bulk crystal, nonlocal operators are dependent
only on the relative separation of x and x’, not on their
absolute positions, so they may be reduced to functions of
a single variable:

H(x,x')=H(x —x'), h(x,x")=h(x—x'). (5.41)

This means that in Fourier space, all operators are local:

H(k,k')=H (k)6(k —k'), h(q,q')=h(q)8(q —q"),
(5.42)
where

H(k)= [H(x)e ™ dx, h(g)= [h(x)e %dx . (5.43)

As a consequence, the Fourier-space equations of motion
(4.2) and (5.35) reduce to

E=H(k)=h(q); (5.44)
hence the functions H (k) and h(q) are nothing more
than the energy-versus-wave-vector relation expressed in
k space and g space, respectively.

A band diagram illustrating this concept is presented
in Fig. 6, where the dispersion relation
H(k)=4[1—cos(ka)] was taken from the nearest-
neighbor tight-binding theory.** This example shows
that &z (g) follows H (k) very closely near the zone center,
but is warped near ¢ = /a as a consequence of the map-
ping shown in Fig. 2. The coefficients H,, and h,, in the
equations of motion (4.12) and (5.40) are simply the
Taylor-series coefficients for these two dispersion rela-
tions:

1.0 —

H(k)
0.8
0.6 + h(g)
0.4 -

0.2 -

0.0 —

FIG. 6. Energy-band dispersion relation in
the quasicontinuum and the metacontinuum.

T T T
0.0 0.5 1.0 1.5
kalm, qalm

2.0
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HK)=S KP"H,, k()= 3 (ig)"h,, .

n=0 n=0

(5.45)

By inserting the power-series expansion (5.3) and equat-
ing coefficients of like powers of g on each side of (5.44),
one finds that H,, and h,, are related by
a2
ho=H,, h,=H,, h4=H4+?—H2 ,
T
and so on. Therefore the first two coefficients, which
represent the zone-center energy and the effective mass
(m*=—#%/2H,), are exactly the same in the metacon-
tinuum and quasicontinuum. The higher-order disper-
sion terms are somewhat modified in the metacontinuum
because of the mapping-related distortion shown in Fig.
6, but as long as it is recognized that the coefficients are
to be taken from 4 (q) and not H (k), there is no oppor-
tunity for misunderstanding.

The equation of motion (5.40) may therefore be inter-
preted physically as a Taylor-series expansion of the
dispersion relation E =h(q), with g replaced by the
differential operator —id /dx, in which explicit account is
taken of the spatial variation in band structure arising
from any inhomogeneities. With this equation in hand,
we can now proceed to derive approximate equations of
motion for long-wavelength modes in a particularly sim-
ple and straightforward manner.

(5.46)

VI. FINITE-ORDER APPROXIMATIONS

A. Elimination of the higher-order differentials

If we restrict our attention to envelope functions that
are slowly varying in the bulk regions of the heterostruc-
ture, the approximation needed to reduce Eq. (5.40) to
the standard type of phenomenological effective-mass
model'®?! is obviously the elimination of all differential
operators higher than, say, the second order. There can
be no question of the validity of this step in the bulk, but
it seems rather difficult to justify in the neighborhood of a
heterojunction in view of the rapid variations that occur
in the material properties and (to a lesser degree) the en-
velope functions. The approach taken here will be to
demonstrate that both Eq. (5.40) and its finite-order trun-
cation yield the same macroscopic boundary conditions,
hence the higher-order terms in (5.40) have no effect on
the macroscopic behavior of the envelopes.

To do this we must first define what is meant by the
term “‘macroscopic boundary conditions.” The standard
approach to deriving interface boundary conditions from
a differential equation** is to integrate the equation from
x =x; —€ to x =x; +& (where x; is the interface location)
and then take the limit as e—0. If this procedure is ap-
plied to Eq. (5.40) we obtain nothing but the tautology
0=0, since it is already known that every function in this
equation is infinitely differentiable. However, if we in-
stead take € to be a finite number of the order of the lat-
tice constant, the integral provides a measure of the im-
pact of the interface on the behavior of the envelopes,
since Fig. 3 shows that the interface exerts its influence
over distances of this range.
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How large, exactly, should the parameter £ be? The
precise value is not too important, but in general it
should be no less than the nonlocal interaction range /
defined in Eq. (5.33). If a nearest-neighbor tight-binding
model is valid,*? for example, then !/ would be the
second-neighbor distance. If no specific model has been
adopted but the bulk energy-band structure is known,
then Egs. (5.43) and (5.44) show that / may be determined
from a Fourier analysis of the dispersion relation. In any
event, Fig. 3 shows that the minimum acceptable value
for € in the metacontinuum formalism is the lattice con-
stant a.

With the parameter € chosen according to these cri-
teria, we may divide the space surrounding a heterojunc-
tion into two regions: the interface region |x —x,-l <Eg,
where the material parameters h,, undergo rapid
changes; and the bulk regions |x —x;| =€, where these
coefficients are virtually independent of x. (Such a sepa-
ration is easy to perform in the metacontinuum but very
difficult in the quasicontinuum, as should be apparent
from Figs. 1 and 3.) Then if we integrate the equation of
motion (5.40) across the interface region, the following
result is obtained:

x;te
I, [ho(x)—Elf (x)dx
, x;te
=0. (6.1)

xi—-e

dn
[hz,.m s

Note that the interface properties appear only in the first
term. Since the spatial dispersion terms in (5.40) are ex-
act differentials, they appear in (6.1) only in terms of their
values at the edges of the bulk regions. Therefore, since €
is small on the macroscopic scale (where macroscopic
means large compared to /), Eq. (6.1) can be interpreted
as a macroscopic boundary condition relating the behavior
of f in one bulk region x <x;—¢ to its behavior in the
other bulk region x = x; +¢.

If the envelope function f is slowly varying in the bulk
regions, where the words “slowly varying” mean

AL <1yl

] (6.2)

(provided f is not too close to a zero crossing), then the
series (6.1) will converge quite rapidly. Suppose that we
decide for this reason to approximate (6.1) by its 2Nth-
order truncation, where N = 1:

x.+e
fx ‘_E [ho(x)—E]f (x)dx

=0. (6.3)

This boundary condition, however, is just that obtained
from integrating the truncated differential equation

N d"
2

d'f
hjy,(x)
n=0 dx" 21X

dx"

(6.4)

=Ef(x) .

Thus, despite the apparent importance of the higher-
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order derivatives at an interface, they have no significant
influence on the macroscopic behavior of the envelopes.
In effect, we can treat the differential equation (5.40) as if
it contained only slowly varying quantities—provided
that any rapid variations are limited to regions small on
the macroscopic scale. This explains why the standard
phenomenological theory, !%2! in which equations such as
(6.4) are adopted without any rigorous justification, often
gives such good results.

The above argument establishes the validity of using
finite-order differential equations to describe a hetero-
structure. Equation (6.4) is not, however, especially well
suited for practical calculations, since the metacontinu-
um coefficients #,,(x) have a rather complicated func-
tional dependence within the interface region. What we
need for practical use is an envelope-function theory that
effectively shrinks the interface region down to a single
point (x =x;), so that the material coefficients are con-
stant everywhere except at this point. The single-point
connection rules in this simpler theory should be fully
equivalent to the distributed boundary condition (6.3).

B. Single-point connection rules

To achieve this goal, we need to rewrite the macro-
scopic boundary condition so that it involves f(x) and its
derivatives only at the interface location x;. The exact
expression (6.1) rather than its approximation (6.3) will
be used here so as to obtain a more general result; the
finite-order approximation will then be reintroduced at
the end of the analysis. Consider first the interface in-
tegral. We can separate the coefficient A, into distinct
bulk and interface parts via the definition

ho(x)=h0b(x)+h0i(x) ) (6-5)

where h, is a function that steps abruptly between the
two bulk values of A,

hop(x)=ho_O0(x; —x)+hy 6(x —Xx;) ,

hor =holx;te) , (6.6)

and hg; is zero outside the interface region [to within
terms of order 7, where m is the parameter given in
(5.33b)]. We may also use a Taylor series to represent
f(x) at any position in terms of its derivatives at x;:
- 1
f(x)= z ‘n_'(x _xi)nf(n)(xi) .

n=0 :

(6.7

This expansion converges absolutely and uniformly for all
|x| < o, since f(x) is an entire function. The interface
integral in (6.1) may therefore be rewritten as

xi+a ©
fx " [holx)—Elf (x)dx = 3, Bpe)f™Ax;), (6.8)

i—® n=0
in which

ﬁin(e)=ﬁf<x —x,)"ho; (x)dx
E"+1 nr E
+m[(ho+ —E)+(—1)"(ho— )] .
(6.9)
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This coefficient is a functional of A;(x) and a function of
both the interface width € and (for n even) the energy E.
The limits on the integral in (6.9) have been omitted since
hy;(x) is zero outside the interface region.

The macroscopic boundary condition (6.1) is now of
the form

i Ein(s)f(n)(xi)+ i h2n+f(2n_l)(xi+£)
n=0

n=1

— 3 oy £V —e)=0..

n=1

(6.10)

The second and third terms in this equation have been
simplified by noting that 4,,(x) is constant (to order 77)
for |x —x;| > €. We may therefore treat these terms using
the same Taylor-series expansion method as before:

0 + n
Fmxte= 3 ‘——n—*"‘)—ﬂ”m)(x,.). (6.11)
n=0 :
In the second term, for example, we have
S o+ ST (x; )
n=1
- & € -1
=2 has ; ;!‘f (x;)
n=1 j=0
o0 (n) (n+1)/2 £n+1—2j A 6
=3 ) 3 m2j+. (6.12)

n=1 - j=1

The notation in the last line implies a sum over all in-
tegers j that fall in the range 1=<j=<(n+1)/2, even
though the upper limit is not an integer if n is even.

If the third term in (6.10) is also rearranged in this
manner, the macroscopic boundary condition (6.1) can be
cast in the following form:

3 hy(e)f "x;)

n=0
o gn—1 drf x+0
+n§1F‘h2nb(x)dX" e 0, (6.13)
where
_ n/2 ent1-2j
hin(s)=hin(s)+j§lm
X[hyj+ +(=1)"hy; ] (6.14)

This is a very useful form for the boundary condition be-
cause it reduces the net effect of the interface region to an
action at a single point. In other words, the boundary
condition (6.13) may be obtained by replacing the
metacontinuum material coefficients in (5.40) with Heavi-
side step functions and Dirac § functions according to
the prescription

ho(x)—hop(x)+ 3 (—1)h,,(e)8M(x —x;) ,
e (6.15)
hz,,(x)—-)hz,,b(x) (n > 1) N
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as can be seen by integrating (5.40) across an infinitesimal
region centered on the point x =x;. Although (6.13) has
been written in a very suggestive form, this infinite-order
boundary condition still reduces to the continuity of f
and all of its derivatives. Its true significance becomes
apparent only in a finite-order theory.

If we truncate the equation of motion to terms of order
2N as in (6.4), then the truncation of (6.13) can be inter-
preted as specifying the discontinuity in ¥ ~1(x) at
x =x;. Therefore, since f?N¥~V(x;) is mathematically
undefined, we must limit the §-function series in (6.15) to
terms of order 2N —2. The metacontinuum material
coefficients in the equation of motion (6.4) are therefore
to be replaced according to the rule

2N—2
ho(x)—hoy(x)+ 3 (—1)"h,,(e)8"(x —x;) ,
" (6.16)
hyy(x)—>hy(x) (1=n=N).

This means that the boundary conditions at x =x; re-
quire the continuity of f and its first 2N —2 derivatives,
with a discontinuity in f?¥ ~1(x) given by

2N —2
z hi(e)f ™(x;)
=0
Ly 4! A (6.17)
n§1 d n—l1 xi—O_ ) )

There may appear to be a slightly inconsistency here,
since the second (bulk) series in (6.17) includes derivatives
of order 2N —1, whereas the first (interface) series runs
only to order 2N —2. However, this problem can be el-
iminated through a proper choice of the interface loca-
tion x;, as shown below.

Ordinarily one chooses the interface location based on
the geometry of the lattice; for example, at an
InAs/GaSb interface, x; would be placed at the midpoint
of the interface cation and anion, while at a GaAs/AlAs
interface, x; would be placed at the interfacial As ion.
However, as we have seen, the interface is not a point but
a finite region, so we have the flexibility to place x; any-
where within this region that we choose. It is most con-
venient to choose x; so that the following condition is
satisfied:

hi(ZN—l)(E)=0 (6.18)

With this choice we see that the boundary condition
(6.17) incorporates derivatives through order 2N —1 in
both the interface and the bulk series.

The results presented here may be used as the basis for
any finite-order theory, but the second-order approxima-
tion (N =1) is used most frequently in practice, so it is
worthwhile to take a closer look at this special case. The
second-order equation of motion is

0(x)f(x)+— hap(x) 9L f —Ef(x), 6.19)

in which the band-edge potential 4,(x) consists of step-
function bulk term and a 8-function interface term:
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ho(x)=hgy(x)+h;e8(x —x;) (6.20)
The weight of the &-function potential is defined by

hio= [ hoi(x)dx +e(hg, +ho_ —2E) (6.21)

which has two components: a constant term equal to the
area under the interface part of hy(x), and an energy-
dependent term proportional to the deviation of the ener-
gy from the average of the two bulk potentials. The first
term was to be expected, but the second term is a bit
surprising, since it seems that by including this term here
we are counting the effect of the bulk function A, (x)—E
twice. It will be shown in a moment that this is not actu-
ally so, but the reader can convince himself or herself of
the need for the energy-dependent term by performing a
very simple exercise: calculating the ground-state energy
of a square quantum well and comparing it to the result
obtained from the &-function potential (6.21), both with
and without the second term. This calculation shows
that the neglect of the energy-dependent term gives a
poor result unless the quantum well is very deep and nar-
row to begin with. Another example leading to the same
conclusion is provided in the companion paper on pho-
nons. 3¢

The boundary conditions derived from (6.19) require
the continuity of f(x) along with a slope discontinuity
that is determined primarily by the interface term (6.21):

hiof (%) +hyy f1(x;+0)—hy_ f'(x,—0)=0. (6.22)

Note that in a second-order theory, the slope of f is con-
stant over distances of order &, so we have
f'(x;+0)=f"(x;+¢€) and f'(x;—0)=f"(x;—¢€). The in-
clusion of bulk effects in (6.21) is therefore correct to
within terms of the second order. (The same conclusion
holds in a general 2Nth-order theory, where £V 1 is
constant over distances of order €.)

The interface position is chosen according to require-
ment (6.18):

tho,(x)dx +1 2(h0+ —ho_)
fho,.(x)dx

(6.23)

If we assume that hy(x) is of the simple form shown in
Fig. 7, i.e., constant within the interface region (which

h()(x)

—& £ X

FIG. 7. A simple model for the interface dependence of the
coefficient 44(x).
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obviously cannot be exact, since metacontinuum func-
tions are not discontinuous), then an evaluation of the in-
tegral (6.23) yields

x;=0. (6.24)
In other words, for this simple case, the interface position
that satisfies criterion (6.18) is no different from the one
that we would have chosen anyway on the basis of
geometrical considerations. A more accurate description
of hy(x) may not yield precisely this result, but it is
reasonable to assume that the interface displacement will
be small in general (i.e., small compared to €), so there is
little to be lost by ignoring this effect entirely and choos-
ing x; to be at the geometrical interface.

The second-order equation of motion (6.19) is of the
same form as that found in the widely used BenDaniel-
Duke theory,*?! with the exception of the §-function in-
terface potential in (6.20). This term is usually neglected
in effective-mass calculations on heterostructures (al-
though it has been treated in many of the more complex
microscopic-based theories®%131%2226,.27.30) 454 it is nat-
ural to wonder how much error arises from this approxi-
mation. The main question is whether the §-function po-
tential is strong enough to generate interface modes of
the form shown in Fig. 4; if it is not, then it can safely be
discarded, since no qualitative error will arise from its
neglect. It is shown elsewhere!®*’ that this is the case in
many common III-V compound heterostructures, in
which the media are weakly polar and chemically similar
(excluding, of course, structures in which the single-band
treatment is not valid). No explicit examples will be
worked out in this paper, however. Readers interested in
seeing practical applications of the present theory are re-
ferred to the accompanying paper on phonons,>® where
the example of optical phonons in an InAs/GaSb super-
lattice is treated in some detail. (Note that the discrete
theory of lattice dynamics is mathematically the same as
the tight-binding theory for electrons.) For this case, the
d-function potential cannot be neglected, since it gen-
erates mechanical interface modes that lie well outside
the bulk optical spectra of both InAs and GaSb.

One of the more interesting effects of the §-function
potential will occur in the multiband theory, since this
potential can generate a coupling between bands that
would not otherwise exist. As an example, consider the
I'-X coupling that is known to exist in GaAs/AlAs het-
erostructures.?>2546 The present single-band theory is in
principle applicable to this situation, but would not be
useful in practice because no finite-order approximation
would be valid. For practical calculations it is better to
use the method suggested by Burt, ' in which the basis
functions U, are chosen to have a period of 2a rather
than a. This effectively cuts the Brillouin zone in half,
folding the zone boundary over onto the zone center, so
the I'-X coupling can be treated as a two-band zone-
center problem. The simplest approximation that in-
cludes any I'-X coupling would retain only the diagonal
effective-mass terms and the off-diagonal 8-function po-
tential, thereby coupling the slope of the I" envelope to
the amplitude of the X envelope and vice versa. This is
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just the model used by Liu*® to describe resonant tunnel-
ing in GaAs/AlAs barrier structures.

A similar effect would occur in the valence bands of
zinc-blende heterostructures. The standard effective-
mass treatment of this problem!®!%4” uses only step-
function material parameters, hence there is no coupling
between the heavy- and light-hole bands at k;=0. How-
ever, Edwards and Inkson*® have shown, using empirical
pseudopotential calculations, that such coupling does in
fact exist due to the change in zone-center Bloch func-
tions at the interface. The addition of a §-function cou-
pling potential to the standard effective-mass model may
be sufficient to reproduce their results, although this is
yet to be investigated.

Another interesting property of the present second-
order theory is that it can describe nonparabolic effects
through the energy dependence of the coefficients 4, and
h,. This is a considerable advantage, since the nonpara-
bolic second-order theory is accurate over a much wider
range of energy than the usual parabolic theory, hence
excellent results can often be obtained without the need
to include any fourth- or higher-order corrections. (For a
specific example, see the phonon calculations in Ref. 36.)
The energy dependence of the material coefficients arises
primarily from the use of Luttinger-Kohn rather than
Wannier-Slater basis functions in Eq. (3.2). A simple
method for calculating these nonparabolic effects is de-
scribed in Appendix B.

VII. SUMMARY AND CONCLUSIONS

This paper has presented a method for deriving
effective-mass equations which leads to an exact
effective-mass theory for electrons in heterostructures.
The derivation started from the Schrédinger equation.
The Burt envelope-function theory was used to obtain a
set of exact integral envelope-function equations; the in-
terband coupling was then eliminated using a Green-
function decoupling technique that allowed the correct
form of the solution to be established without the need
for any detailed calculations. The resulting single-band
integral equation was exact, but its mathematical proper-
ties were found to be less than ideal, since it was unavoid-
ably nonlocal and the perturbations arising at an inter-
face were very long range. The source of these troubles
was the finite bandwidth of the envelope functions. The
problem was resolved using a transformation of variables
in Fourier space that mapped the Brillouin zone onto an
unrestricted space, thereby allowing the wave vector to
range over all real values. The equation of motion in this
metacontinuum space had the desired form of a local
infinite-order differential equation.

Only two assumptions were needed to obtain this equa-
tion. The first was that the Green function used to elimi-
nate the interband coupling existed over the entire energy
range of interest. This assumption is valid if no band de-
generacy occurs within this range, either within a given
medium or across the heterojunction. If a degeneracy
does occur, then it is necessary to move to a multiband
formalism, which increases the algebraic complexity of
the theory but involves no new concepts.
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The second assumption was that the separation be-
tween heterojunctions in a superlattice was no less than
twice the interaction range / of the nonlocal Hamiltonian.
This restriction is necessary since the transformation of
variables gives useful results only when it is applied to a
single heterojunction (or thin quantum well), so we must
be able to break the heterostructure down into a set of
physically independent units. The theory is therefore ex-
act only for a single heterojunction (or thin quantum
well), but the error due to the neglect of interference be-
tween junctions drops off exponentially with increasing
junction separation, so this becomes a limiting factor only
in the case of extremely short-period superlattices.

Several auxiliary assumptions were used to simplify the
differential equation by eliminating its odd-order terms,
but these were not essential to the derivation. The argu-
ment was based on time-reversal symmetry as applied to
the I'-point basis functions in a zinc-blende crystal, hence
it is not limited to the one-dimensional case; it does, how-
ever, require the neglect of spin-orbit coupling.

Macroscopic boundary conditions were derived by in-
tegrating the differential equation across the (finite) inter-
face region and then translating the results back to a cen-
tral point chosen to represent the interface. This
effectively replaces the spatial dispersion coefficients with
abrupt step functions, and the band-edge potential with
an abrupt step plus a series of terms proportional to the
Dirac 8 function and its derivatives. The connection
rules in a theory of 2N require the continuity of the en-
velope f(x) and its first 2N —2 derivatives, with a
discontinuity in f?¥ ~!(x) determined by the 8-function
terms and the change in bulk properties across the inter-
face. The second-order theory reduces to the well-known
BenDaniel-Duke model,#?! but with a 8-function poten-
tial at the interface. (It is interesting to note that many
pronouncements in the literature regarding the failure of
effective-mass theory in a given situation are due not to
any failure of the second-order differential equation, nor
to the assumed continuity of the envelope functions, but
rather to the assumption that the material parameters
vary in a stepwise fashion across the interface.) Nonpara-
bolic effects are included in the second-order theory
through the energy dependence of the material parame-
ters.

To obtain a broader perspective on the present theory,
it is helpful to place it in the context of previous work.
The traditional approach to heterostructures applies a
different envelope-function expansion in each medium,
invariably choosing the microscopic basis functions to be
the local band-edge Bloch functions. In this approach
the envelopes are always discontinuous at an interface, so
any theory that assumes continuity of the envelopes is
viewed as an approximation. However, it has been shown
by Smith and Mailhiot,'* Burt,'>~2° Elgi,® and others
that significant mathematical advantages can be gained
by using the same basis functions throughout the struc-
ture, not the least of which is the automatic continuity of
the envelopes at an interface. This continuity is not an
approximation (although it is often misinterpreted as
such**%0), since the change in band-edge Bloch functions
is included through the off-diagonal matrix elements in
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the Hamiltonian. Perhaps the most important conclusion
that can be drawn from this change of basis is that the
concept of an envelope function need not be tied rigidly
to the original Wannier-Slater or Luttinger-Kohn
definition; it can instead be adapted at will to meet the
needs of the problem at hand.

The present work is merely another step along the
same path. By applying a judiciously chosen transforma-
tion of variables, the approximations in the Burt theory
involving the neglect of Gibbs oscillations and nonlocal
effects can be completely eliminated. Although the
definition of the metacontinuum envelopes may seem un-
familiar at first, the material parameters and envelope
functions that result from this definition are actually very
closely related to those found in the standard effective-
mass theory, the main difference being the smoothing of
abrupt transitions at an interface. The only real cost to
this transformation is a slight change in interpretation of
the band structure (since the Brillouin zone is now
infinite); however, this change affects only fourth- and
higher-order terms, so in the usual second-order approxi-
mation it need not even be considered.
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APPENDIX A: MATERIAL COEFFICIENTS

The coefficients h,,(x) in the differential series (5.40)
are simply the Fourier transforms of the 4,,(q) given in
(5.38). The first two terms are easy to evaluate directly:

ho(x)= [ h(x,x")dx"
(A1)
hy0)= [ [(x"—x"0(x —x")h(x',x")dx"dx""

where 6(x) is the Heaviside step function (2.7). However,
simple solutions for the fourth- and higher-order
coefficients are rather difficult to obtain in this manner
because of the complicated nature of the definition (5.38).
It is easier in these cases to take a more indirect route,
namely multiplying the expansion (5.39) by (x'—x)™ and
integrating with respect to x’. This yields the relation

Eonm 2 ! Ty
'”(x)_n=m/2 (m —n)(2n —m)! dx2"—m ’
where ,, is a related coefficient defined by
B (x)=—— [ (x"—x)"h (x,x")dx" . (A3)
m!

An explicit evaluation of (A2) for terms 4, through 4,
gives
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_ _ dh, _ _ d2h4
hy= 0,h1='E ,h2:h2=h2+—‘;‘ ,
(A4)
_ dh4 d3h6 _ d2h6 d4h8
h;= dx +—dx—3 ,h4=h4+3?+ el

Note that in each successive equaiton, only one addition-
al coefficient is introduced on the right-hand side. These
equations may therefore be used to calculate the
coefficients #,,(x) by direct integration. The first two
terms obtained in this way are, of course, identical to
(A1).

APPENDIX B: NONPARABOLIC EFFECTS

In general the basis functions U, used in the present
paper do not diagonalize the crystal Hamiltonian for a
given bulk medium, so the calculation of the bulk materi-
al parameters h,, is slightly more complicated than in
the usual diagonal case. For example, the band-edge po-
tential h is defined in (A1) and (3.14), so for bulk media
we have

= w0+ 3 w0l (0,10

rr

(B1)

Here the bracketed superscripts on the matrix operators
have the same meaning as the subscript on &,. Note that
the second term is energy dependent since the zeroth-
order matrix g% is defined by g(®)=(E1—w®))~!. This
energy dependence vanishes if the U, are chosen to diag-
onalize the Hamiltonian (so that w,,,[0]=E,$§,,,, where
E, is the zone-center energy of the nth state); in this case
we have simply the standard result from the k-p theory:

h 0= ws[s()] = E: . (B2)

Expressions (B1) and (B2) always coincide at the zone-
center energy E=E,, but they differ away from zone
center due to the energy dependence of (B1).

To calculate the effective mass m * = —#?/ 2h,, we may
note from Egs. (5.43) and (5.45) that the bulk material
coefficients A, are given by

1
hn:;!‘f(

where A (x) is defined in (5.41). Equation (B3) may be
used in conjunction with (3.14) to find the following ex-
pression for the bulk effective mass:

—x)"h(x)dx , (B3)

m 2
m* =1+ ;zpsrgr[glpr’s

r,r

- —f; Elm(Psrgr ]wr(;] )

r, r

2m
— T Swi g wl (B4)
r,r
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The only unknown quantities in (B4) are the first- and
second-order matrices g!!) and g[2), which may be calcu-
lated in terms of the lower-order parameters using a ma-
trix power-series expansion:*’

i

gl =——"[g"pg!],,. ,

21— _ (0,01 A 01,101, (0]

g =75 (g8, —— 8" 'pg""pg'™], .(BS)
m m

Thus for the general nondiagonal case, we can use (B4)
and (B5) to determine the energy dependence of m * using
only the matrices p and w(°l.

If w(® is diagonal, then so is g(°], while g['! and g!?]
vanish entirely. Equation (B4) therefore reduces to the
familiar k-p expression

m & PsrDrs
m*_ EE —E,

(B6)

Nonparabolic effects are therefore included in the present
model in even the simplest second-order approximation.
This capability arises from the use of Luttinger-Kohn
basis functions in the original envelope-function
definition (3.2); if Wannier-Slater envelope functions had
been used,!® the energy E in (B6) would be replaced by its
zone-center value E.

The diagonal expressions (B2) and (B6) are much
simpler than their nondiagonal counterparts (Bl) and
(B4), since no matrix calculations are needed. Further-
more, the parameters E, and p,, in (B2) and (B6) are
readily available in tables of bulk experimental data,
whereas a calculation of the matrices p and w!®! in (B1)
and (B4) requires knowledge of the microscopic basis
functions U, for the band s and all of the remote bands of
interest. It is therefore preferable to use the diagonal for-
mulas whenever possible, but this choice is strictly per-
missible in only one of the bulk media making up the het-
erostructure. In the remaining media, if strict accuracy
is desired, one has no choice but to use the complicated
nondiagonal formulas.

Such rigor is usually unnecessary, however, since the
diagonal expressions provide an approximation good
enough for most practical purposes. Equations (B1) and
(B2) coincide at zone center, and although (B4) and (B6)
do not [since the energy-dependent part of (B1) includes
second-order effects that are conventionally described by
an effective mass], the difference is often quite small'®?°
and can usually be neglected. The reason for this is that
the off-diagonal bulk matrix elements w9} are nonvanish-
ing only between states of the same symmetry, which are
always well separated in energy, typically by several eV.
Therefore, even though the magnitude of the off-diagonal
terms is significant (typically several hundred meV),'® the
fractional difference between (B4) and (B6) at zone center
is small because it varies as the square of the ratio of
these two energies. (For specific numerical examples, see

Burt.!%20)
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