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The notion and usefulness of the effective dielectric constant in silicon nanocrystallites are analyzed
using a self-consistent linear screening calculation of hydrogenic impurities. It is shown that the self-
consistent screened potential induced by the defects can be reasonably approximated by the classical
electrostatics expression of the Coulomb potential because the impurity energy levels are dominated by
the surface polarization effects. The impurity binding energy, the exciton binding energy, and the ex-
change splitting are estimated taking into account the modified dielectric properties of the crystallites.
The consequences of charging effects on carrier injection are discussed and shown to be important.

I. INTRODUCTION

The recent discovery of the luminescent properties of
porous silicon! has generated intense research, with the
hope of realizing silicon optical devices. For this pur-
pose, efficient doping of the material will be necessary. In
the effective-mass approximation, it has been shown? that
the donor binding energy is strongly enhanced in porous
silicon. Polarization effects at the interface between a sil-
icon dot and its surrounding medium are also particularly
important. But due to the reduced size of the particles,
which leads to a large confinement energy (of the order of
a few tenths of an eV), the effective-mass approximation
can only give the qualitative behavior of the energy lev-
els. We have previously shown that, for a cluster radius
R lying between 1 and 4 nm, the energy gap does not fol-
low the R ~? law given by the effective-mass approxima-
tion, but rather a R ~" one with n close to 1.4.> More-
over, the conduction-band minimum and the valence-
band maximum are degenerate, and this has been general-
ly neglected when applying the effective-mass approxima-
tion to porous silicon. Thus one aim of the present work
is to calculate the hydrogenic impurity levels in porous
silicon without use of this approximation.

In a bulk semiconductor, it is assumed that, at a dis-
tance r from the ionized impurity (whose charge is +e
for a donor or —e for an acceptor, e being the absolute
value of the electronic charge), the bare electrostatic po-
tential +e /r induced by the impurity is screened by the
bulk macroscopic dielectric constant e. However, such a
quantity can only be defined for a bulk material, and is no
more valid in a cluster where one must use the dielectric
matrix £(r,r’) which relates the potential at site r’ to the
charge at site r.* Moreover, due to the broadening of the
band gap in a cluster, this quantity is no more equal to
the bulk value. A simple model’> and a pseudopotential
calculation® have recently predicted a reduction of the
macroscopic constant for a cluster of nanometer size, but
the two calculations differed with respect to the magni-
tude of this reduction. This is one reason why here we
present a complete self-consistent treatment of the hydro-
genic impurity. From this, we will try to define an aver-
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age effective dielectric constant for a semiconductor clus-
ter. This is an essential quantity if one wants to calculate
physically important parameters such as the impurity
binding energy, exciton binding energy, exciton exchange
splittings, carrier self-energy, and Coulomb shift.

In Sec. II, we calculate the electrostatic screening of
the potential induced by an impurity at the center of the
cluster. We verify that if one takes into account polariza-
tion effects due to the difference between the dielectric
constants inside (g;,) and outside (g,,,) the cluster, the
classical expression for the potential remains a good ap-
proximation at the condition of redefining €;,. We also
find that the impurity binding energy is large and does
not depend very much on g;; when g;;, >>¢,,,. In Sec. III,
we study the variation of the impurity levels as a function
of the cluster size. We reconsider the notion of impurity
binding energy, since one cannot define a conduction
band in an isolated cluster. We show that in any case the
carrier wave function is close to the cluster effective-mass
solution, which allows us to consider the dielectric
screening in the case of the excitons, particle self-
energies, and Coulomb charging effects within a simple
formulation. In Sec. IV, we examine the validity of the
notion of dielectric constant in a semiconductor nano-
crystallite.* We show that only average values can be
defined to estimate some experimentally important quan-
tities like impurity and exciton binding energies, ex-
change splittings, self-energies, and Coulomb shifts in-
duced by injection of several carriers within a given crys-
tallite.

II. SELF-CONSISTENT TREATMENT
OF THE HYDROGENIC IMPURITY

Let us first consider a hydrogenic impurity at the
center of a spherical cluster whose dangling bonds are sa-
turated by hydrogen atoms to avoid spurious states in the
gap. Several methods can be used to calculate the elec-
tronic structure of silicon clusters. Among them, tight
binding has already been applied to determine intrinsic
porous silicon energy levels.® In tight binding, the solu-
tion of the Schrodinger equation is written as a linear
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combination of atomic orbitals located on each lattice
site. In this basis, the Hamiltonian matrix can be ex-
pressed as a function of a certain number of parameters
which are fitted to the bulk electronic structure. A good
description of the bulk band dispersion energy curves can
be obtained within a two-center approximation and a
nonorthogonal basis.® For a perfect cluster, the energy
levels we have obtained with this approximation® agree
very well with the values given by an empirical pseudopo-
tential calculation.’

For simplicity, and to reduce the computation time,
here we have considered the case of a donor at the center
of a spherical cluster (the case of the acceptor is symme-
trical). Taking the center of the cluster as the origin, the
potential energy V(r) created by the impurity is the sum
of two terms. One is the bare Coulomb potential energy
V,(r)=—e?/r, and the second, V,(r), is due to the clus-
ter dielectric polarization induced by the total perturba-
tive potential energy. In the tight-binding basis, V' (r),
V,(r), and V,(r) are defined by their matrix elements V,

p
Vy;» and V,; on each atomic site j. We have

Vb'z—'_ > (1)

except on the impurity site, where we take ¥V, to be equal
to the average of the Coulomb potential energy —e?/r on
the atom. Using the silicon atomic wave functions of
Ref. 8, we calculate V,o=—15.9 V. V; induces
modifications of the atomic charges Q; which, to first or-

der, are related to VJ by the matrix relation
o=xV, )

where Yy is the susceptibility matrix. On the other hand,
the potential energy V), is simply related to the charge Q
by the Coulomb law

V,=C"~ g . (3)
In this linear model (as V=V, + Vp), a self-consistent
solution can be easily derived using (2) and (3):

v=I—-C )y, , 4)

where (I—C " ly) is just equal to the dielectric matrix
corresponding to the tight-binding form of €(r,r’). Let us
recall that for a cluster &(r,r’) is not equal to the bulk
semiconductor value. But for very large clusters, Eq. (4)
converges to the usual classical approximation for a
donor impurity potential energy V (r)=—e?/cr, where €
is the bulk semiconductor dielectric constant.

Each matrix element H;; of the Hamiltonian is
modified by the total perturbative potential. Using a
nonorthogonal basis, a usual approximation is to take
this shift to be equal to S;;(V;+V;)/2 (where S;; is the
overlap matrix element between the functions i and ),
which is exact in the two limits: S;; =8, (orthogonal
basis) and V; constant, independent of the lattice site.
The susceptibility matrix Y (whose matrix elements are
defined as y;; =3Q; /dV¥;) can be obtained by small varia-
tions of the potential around zero. In the same spirit, the
matrix elements of the Coulomb matrix C ! in Eq. (3)
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are given by

—“1—=__€ L
C; R, for i#j ,

Cil=—U, /e &
i at 4

where R;; is the distance between atoms i and j, and U,
is the intra-atomic Coulomb interaction. Using silicon
atomic wave functions,® we obtain U, =10.6 eV.’ Test-
ing this tight-binding technique in the case of bulk sil-
icon, we calculate static dielectric constants
e(g=0)=14.1 and e(q =47 /a,)=1.86, where a, is the
lattice constant. These values are in good agreement
with the calculated random-phase-approximation dielec-
tric function of Walter and Cohen,'® showing that our
calculation correctly describes the response to both long-
range and short-range perturbations.

In Fig. 1 we show the variation of V' /V, for a cluster
with 705 silicon atoms (and a size close to 3 nm). Similar
results have been obtained for smaller or larger clusters.
The results for the Si atoms within the cluster are seen to
scatter around a straight line ending on the point
V/V,=1 when r =R. This behavior can be understood
by comparing to the expression of the potential deduced
from classical electrostatics for a spherical crystallite.
Indeed, using the Gauss theorem, one can calculate the
classical potential energy ¥, induced by the donor impur-
ity, taking into account the difference of the dielectric
constants in the silicon cluster (g;;) and in the surround-
ing medium (g,):

2

V.r=———, r>R, 6)
out
_ Ll 11
=—e’|l———=|—- <R .
VC ( r) ¢ [ Ein? R €in Eout a R (7)

The second term in the bracket of Eq. (7) is due to the po-
larization effects or image charge distribution at the in-
terface between the cluster and the surrounding medium.
In the case of the isolated cluster we have studied above,
€out i €qual to unity. We see in Fig. 1 that V/V, [where

T

1.2

FIG. 1. Ratio of the self-consistent values of the potential to
the bare one as a function of the position in a cluster with 705 Si
atoms. The open circles for » > R corresond to hydrogen atoms.
The straight line corresponds to the classical expression (see
text).
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V is the self-consistent solution given by (3)] on the sil-
icon atoms is close to the classical expression
V./Vy=(1/g))+(r/R)[(1/g5,)—(1/€;,)]. Small devia-
tions are due to charge oscillations near the surface of the
cluster. However, even if these deviations are small, Fig.
1 shows that an effective dielectric constant €;, cannot be
determined precisely, since the intercept of the straight
line at r=0 is subject to some uncertainty. We shall
reconsider this important problem in Sec. IV. When the
impurity is not located at the center of the cluster, the
potential energy can also be calculated.!! If the position
vector of the impurity is r’, the potential energy at posi-
tion r is

e2

- _Vi (r’r’) ’ (8)
glr—r'|

V. (r)=— l

where

© (g, Eoy)(n + 1)r"r'"P, (cosB)
Vin(r,r')=€2 2 ! out ’ (9)

n=0 Ein[eout+n(8in+€out)]R et

where 0 is the angle between the two vectors, and P, the
nth Legendre polynomial. The n =0 term in the sum is
just equal to the polarization term in expression (7).

III. IMPURITY BINDING ENERGY
AND COULOMB EFFECTS IN CRYSTALLITES

The defect binding energy Ez(R) cannot be calculated
as the energy difference between the hydrogenic levels
and the continuum, as the continuum does not exist in a
cluster which has a discrete energy spectrum. Let us
then ionize the hydrogenic impurity by taking the elec-
tron (or hole) from the defect cluster into a cluster free of
impurity but with the same size and located far away
from the first one. In this way, Coulomb interactions be-
tween the cluster electrons and the impurity extra elec-
tron (or hole) are the same before and after impurity ion-
ization, and do not contribute to the binding energy. The
electron and the impurity nucleus self-energies due to the
difference of the dielectric constants are also identical be-
fore and after the impurity ionization. Thus in such an
ideal case, the binding energy is simply the energy
difference between the levels of a cluster with and
without an impurity. As regards the ionization energy,
the situation differs from the bulk where this is equal to
the binding energy, since the conduction states form a
continuum. In crystallites this is not true, since the low-
lying conduction states form a discrete spectrum. Ioniza-
tion in a perfect crystallite occurs in principle via the
continuum of states above the potential barrier which ex-
ists at the surface, with an ionization energy I,(R). For
the doped crystallite the ionization energy simply be-
comes Iy(R)+Egz(R). For an on-center impurity and
€4t €qual to unity, one can see in Fig. 2 that the donor
(or acceptor) binding energy is quite large. It varies from
~1 eV for a cluster diameter close to 3 nm to ~4 eV
when the diameter is close to 1 nm. Such an energy
range is characteristic of deep levels, and one cannot ex-
pect impurity ionization even at high temperature. How-
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FIG. 2. Binding energies of the hydrogenic impurities (@,
donor; O, acceptor) obtained with the self-consistent calculation
for £,,,=1 and with a first-order perturbation formula [Eq. (10)]
[continuous line for g,,=1, dashed line for &,,=1.77, corre-
sponding to porous silicon (Ref. 17)].

ever, we have recently shown that the hydrogenic states
can remain ionized because their carriers are trapped at
deep defects.* This could explain why the hydrogenic im-
purities are not seen by electron paramagnetic resonance
(EPR) in highly porous silicon, where, for example, the
density of dangling-bond deep defects is large.'?

Similar results are obtained when the impurity is not at
the center of the crystallite. Injecting the classical poten-
tial energy (8) into the tight-binding calculation, we
found that the donor or acceptor energy levels do not de-
pend very much on the impurity location (Fig. 3) when
€y >>Eoy- This is quite different from the infinite
quantum-well case, where the binding energy of an im-
purity at the edge of the well is reduced to 25% of the
value of the on-center impurity. This difference is re-
duced for a finite quantum well, but remains non-
negligible.'®

The large binding energy and its independence from
the impurity location can be easily explained. In a first-
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FIG. 3. Variation of the binding energies of the hydrogenic
impurities (®, donor; O, acceptor) obtained with the self-
consistent calculation for €,,,=1.77 corresponding to porous
silicon (Ref. 17).
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order perturbation theory, the impurity eigenstate is
equal to the lowest eigenfunction of the cluster without
impurity Wy(r). This is not a bad approximation if we
compare the lowest eigenstate of the conduction band in
a cluster free from impurity [Fig. 4(a)], with the donor
eigenstate [Fig. 4(b)] of an on-center impurity. This is
due to the strong confinement: the cluster radius is much
smaller than the Bohr hydrogenic impurity radius in bulk
silicon. The confinement also imposes a solution which is
equal to zero on the cluster surface. As the impurity po-
tential only mixes states with the same symmetry
which are higher in energy, the impurity state is
close to the cluster effective-mass solution which is
equal to the zeroth spherical Bessel function
Jolar /R )~sin(wr /R )/r. Even when the impurity is
close to the interface, and when the impurity potential
can mix the degenerate states at the bottom of the con-
duction band, the modification of the donor state is
not very important [Fig. 4(c)]. The binding energy is,
within first-order perturbation theory, equal to the
energy shift due to the electrostatic potential
Egz(R)={¥y(n|V(r)|¥.,). For an on-center impurity,
using Eq. (7), we obtain

1 144

€out €in

2

Ep(R)= % (10)
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FIG. 4. Lowest eigenstate of the conduction band in a cluster
(a) without an impurity, (b) with an on-center impurity, and (c)
with an off-center impurity shifted to the right of the figure.
|Wo(7)|? has been plotted in a plane passing through the center
of the cluster, and in case (c) through the impurity. The circle
indicates the limit of the cluster.
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if Eg(R) and R are given in atomic units. Due to the rela-
tive values of the static dielectric constants, one can see
that the main contribution to Ez(R) comes from the €,
term when g, <<g;;. When we move the impurity to-
ward the cluster, due to the symmetry of W(r), only the
n =0 term of the sum in (9) makes a nonzero contribu-
tion to the binding energy. This contribution due to po-
larization does not depend on the impurity location.
When one moves the impurity, there is only a slight
reduction of the contribution due to the first term in (8),
but as we saw above this is not the main contribution to
the binding energy. Then the binding energy does not
vary very much with the impurity position. Other states
of the cluster with an impurity are also shifted by the im-
purity Coulomb potential, but as we saw above, the main
contribution comes from the polarization term, and this
shift will be almost constant, and we do not expect any
strong modification of the luminescence spectrum for
doped crystallite. Finally, from Eq. (10) we see that the
impurity binding energy is considerably reduced when
the crystallite is embedded in a medium with a high
dielectric constant.

Another interesting problem concerns the particle
self-energies and the Coulomb charging effects when in-
jecting electrons or holes into a crystallite. In fact, the
tight-binding technique already includes in an empirical
way the electron self-energy corresponding to bulk sil-
icon, but here we want to estimate its change induced by
the confinement. Let us call 2(R) this change for one
electron in the lowest conduction state of the crystallite
of radius R. The situation for the energy levels is summa-
rized in Fig. 5. Starting from the bottom of the bulk con-
duction band E_.(), one-electron calculations like the
tight-binding calculation® predict a shift of the lowest
state to higher energy for crystallites because of the
confinement. This latter is further shifted by the quantity
3(R) which includes changes in the many-electron effects
(exchange and correlation). Only the final level
represents an important physical quantity in the case of
the injection of an electron into a semiconductor crystal-
lite. Adding another electron to the crystallite, the level
is again shifted to higher energy by a quantity U(R),
which represents the effective Coulomb repulsion in the
crystallite. Under injection of a small number »n of elec-
trons (n smaller than the spin-valley degeneracy of the
lowest one-electron level), the lowest filled conduction

Ec()

FIG. 5. Shift of the lowest conduction level Egx(R) of a crys-
tallite of radius R due to the injection of one electron [2(R)] or
two electrons [E(R)+ U(R)]. Egx() is the bottom of the
conduction band for the bulk silicon. The situation for the
holes is symmetrical.
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states will thus exhibit a shift approximately equal to
3(R)+nU(R) (Fig. 5). In the case of the injection of a
large number of electrons, one has to take into account
both the discrete character of the one-electron spectrum
due to the confinement, and its shift due to the Coulomb
charging.!* Finally the situation for holes is completely
symmetrical.

To calculate =(R) and U(R), we use an electrostatic
formulation. Actually we only determine the change in
self-energy 2(R) due to the image charge distribution on
the surface when an electron is added to the lowest
Wo(r). This contribution to the self-energy is
Y| Vin(r,1)|¥,), where V,, is given in Eq. (9). Using
Vo(r)~sin(wr /R )/r, we obtain

1

2(R)=E

11

> Lss 11
x (R), (11)

€out €in

where the first term comes from n =0 in (9), and 8§2(R) is
the corrective term due to the remaining sum. This one
simplifies greatly when g, +¢,,, >>€,,, in which case one
obtains

2 €,—€

e in out
82(R)=0.47—+ | ————
(R) €nR | Equt TEin

in

) (12)

which is usually small but not negligible. The coefficient
0.47 in Eq. (12) is obtained numerically. The effective
Coulomb repulsion U(R) is a sum of two terms. The first
one is given by the average repulsion with the other elec-
tron,?

Wo(r)2W,(r')? 2
2 20 ol T 1=1.79-¢
e f e li—r drdr .98inR

(13)

and the second one by the average repulsion with the im-
age charge of the other electron,
2

R (14)

1 1

J YoV (1,0 )1 dr dr' =

€out €in

In Eq. (14), only the term n =0 of (9) makes a nonzero
contribution to the integral. Summing (13) and (14), we
obtain

2

1,079 |e*
el

+

€out €in

U(R)= ‘ (15)

Similarly, the same corrections apply to exciton states.
To calculate the exciton binding energy Epgx(R), four
Coulomb interactions have to be considered: the direct
one between the electron and the hole, given by the nega-
tive of (13); the interaction between one carrier and the
image charge of the second one, given by the negative of
(14); and the self-energies of the electron and the hole
both given by (11). We verify that term (14) exactly can-
cels the first term of the self-energies (11), and we obtain

Egx(R)=1.79¢2/¢,,R —283(R) . (16)
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IV. DIELECTRIC CONSTANT AND NUMERICAL
ESTIMATIONS

We now come to numerical estimations of the different
quantities defined above. We consider two situations:
crystallites isolated in vacuum (e, ,,=1) and crystallites
in an average surrounding medium typical of porous sil-
icon. Macroscopic porous silicon static dielectric con-
stant measurements vary as a function of porosity. The
results can be well reproduced by a Bruggeman effective-
medium approximation.'® This interpolates between the
bulk silicon dielectric constant and the vacuum one.!®
We choose the surrounding medium dielectric constant
€out €qual to 1.77, which has been measured for a porous
layer with a porosity of 74%.!7

The problem is to determine what the value of g;, has
to be used, since we saw in Sec. II that only an average
value can defined. However, the value obtained depends
on the average procedure, as discussed in Ref. 4. Figure
6 shows effective dielectric constants g;, obtained by three
different averaging procedures: (i) a fit of the self-
consistent donor potential of Fig. 1 by Eq. (7); (i) the
classical donor potential energy (7) is used in the lowest-
combination of atomic orbitals (LCAO) calculation, and
€, is adjusted to fit the self-consistent donor binding en-
ergy (Fig. 2); and (iii) a least-squares minimization of
V/e,—V, in a case corresponding to a bound exciton
with the electron confined on the central atom and the
hole in the highest valence state. We see that the scatter-
ing of the results is large, especially for small crystallites.
This means that a general definition of the effective
dielectric constant in semiconductor nanocrystallites is
not possible, and an accurate theory of, for example, exci-
tons or hydrogenic impurities requires a complete self-
consistent calculation. However, the trend of a decrease
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FIG. 6. Plot of the calculated g;, obtained by the fit of the
donor potential (M), and of the self-consistent donor binding en-
ergy () with classical laws and by a least-squares minimization
of V/ei,—V, in a case corresponding to a bound excition (@).
The continuous line is a fit of these values
(g,=1+(11.4—1)/[14(0.92/R)*'%]). The dashed curve cor-
responds to &; of Ref. 5, and the dotted line to the generalized
Penn model of Ref. 2.
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of the dielectric constant for a small cluster radius is
confirmed.? Our results lie between those of Refs. 2 and
5. A least squares fit of our data (Fig. 6) is given by

gpn—1=(11.4—1)/[1+(0.92/R)"¥], (amn

with R in nanometer units. In the following, we will use
this formula for g, in the numerical evaluations. In Fig.
2 we see that the donor (or acceptor) binding energy ob-
tained by the self-consistent calculation is well approxi-
mated by Eq. (10) because in fact it depends mainly on
the value of €,,,. In porous silicon, the binding energy is
smaller but remains substantial.? Figure 7 presents the
results for 2(R), U(R), and Egx(R). We see that the
charging effects both for crystallites in vacuum or in
porous silicon are in the eV range. In these conditions
the injection of more than one electron or hole in a crys-
tallite is very difficult. Therefore the theories of transport
properties in porous silicon must take into account the
charging effects. Comparing the situation of crystallites
in vacuum and in porous silicon, one sees that Coulomb
effects depend strongly on the dielectric constant of the
surrounding medium. Interestingly, when ¢,,— o, cor-
responding to the experimental case where porous silicon
samples are in aqueous electrolyte (g,,,~80), U reduces
to ~0.15 eV, so that the injection of two carriers be-
comes easier. As shown in a separate paper,18 this value,
in addition to the Auger effect, can explain the selectivity
in energy of the voltage tunable electroluminescence. It
can also exist at the origin of the difference in conductivi-
ties between porous silicon in air and in aqueous solu-
tion.!® Finally, we must mention that the dielectric
screening of delocalized states—in wires, for example—
can be quite different from the one of the localized states
investigated here.!®

The exciton binding energy Egx(R) lies between 0.15
and 1.4 eV for crystallites with a radius between 0.4 and 2
nm. This must be taken into account when comparing
experimental luminescence energies with calculated band

Energy (eV)

[ 1 L L 1 Il
04 06 038 1.0 1.2 14 1.6 1.8
Quantum Dot Radius (nm)

FIG. 7. Self-energy =(R), Coulomb energy U(R), and exci-
ton binding energy Egx(R) as a function of the particle radius
R [continuous lines for g,,,=1, dashed lines for g,,,=1.77 cor-
responding to porous silicon (Ref. 17)].
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FIG. 8. Splitting between the two lowest calculated excitonic
levels in several crystallites with respect to their excitonic
bandgap. Crystallites have complex shapes but with a longer
axis in the 100 (open circles), 110 (open triangles), and 111 direc-
tions (+). Black squares are the first onsets measured by selec-
tivity excited photoluminescence, and black dots are the energy
splittings derived from the fit of the temperature dependence of
the luminescence lifetime (Ref. 21).

gaps. It does not depend too much on €, as one can see
in Eq. (16) because 6=(R) is small compared to the direct
electron-hole interaction. The physical reason is that in
the case of an exciton, the cluster remains globally neu-
tral regarding from the outside.

Figure 8 shows the exchange splittings calculated for
excitons in nanocrystallites.”’ This splitting which corre-
sponds to the difference in energy between the singlet and
triplet levels of the exciton is proposed to be at the origin
of the temperature dependence of the luminescence life-
time in porous silicon.?! In a previous paper, we showed
that the triplet-singlet model is valid only for strongly
asymmetric crystallites,”’ and that the exciton exchange
splitting is greatly enhanced in nanocrystallites compared
to the bulk silicon,?! the predicted values being much
smaller than the experimental ones. The discrepancy can
be explained by a Stokes shift induced by the exciton lat-
tice coupling.?’ However, the calculations were done us-
ing the bulk dielectric constant. As a reduction of the
dielectric constant enhances the exchange splitting, it is
interesting to include this effect in the calculation. In
view of the complexity of the problem, we have followed
a simple and natural prescription: considering that the
effective dielectric constant is mainly related to the band
gap of the cluster,” for an asymmetric crystallite of a
given band gap we use the effective dielectric constant of
Eq. (17) corresponding to a spherical cluster with the
same band gap. The relation between the band gap and
the cluster radius is given in Ref. 3. Details about the
calculation of the exchange splitting are given in Ref. 20.
Figure 8 shows that the exchange splittings calculated for
various crystallite orientations are on average smaller
than the experimental data,?! in agreement with our pre-
vious analyses.?’ We conclude that, even if we include
the modified dielectric properties of the crystallites, we
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cannot explain the observed shifts by the exchange split-
ting alone, and that a good candidate to explain the
discrepancy is the electron-lattice coupling.?

In conclusion, we have calculated the hydrogenic im-
purity levels in silicon crystallites using a self-consistent
linear screening calculation. The binding energy is quite
large, and can be obtained with a good accuracy by first-
order perturbation theory. Such a large value comes
from polarization effects due to the difference of dielec-
tric constants inside and outside the silicon clusters. The
impurity levels do not depend very much on the impurity
position in the cluster when g;,>>¢.,. A general
definition of the dielectric constant in a semiconductor
nanocrystallite cannot be found. However, we confirm
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that the average value of the dielectric constant decreases
for a small cluster radius. We have also calculated the
exciton binding energies, the carrier self-energies, and the
Coulomb charging energies, taking into account the
modified dielectric properties of the crystallites. We have
shown that charging effects must have dramatic effects on
the transport properties of porous silicon.
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