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Effect of the image potential on excitons in semi-infinite semiconductors
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The effect of the image potential on Wannier-exciton wave functions is studied perturbatively within
the effective-mass approximation. We show that the image potential increases the dead- and transition-
layer depths by about 10%%uo. These differences lead to small changes in the optical spectra.

I. INTRODUCTION

The determination of exciton wave functions near a
surface is a difficult quantum-mechanical problem. Even
modeling the surface as an infinite potential barrier, the
very fact that the electron and the hole interact separate-
ly with the surface induces a coupling between the rela-
tive and center-of-mass motions. ' As a result, an exciton
undergoes a deformation when scattering against the sur-
face and an exciton-free layer, where the probability of
finding an exciton is strongly reduced, occurs below the
surface. The details of the wave function near the sur-
face are important in determining the reAection
coefficient of light. Moreover, since they establish the
relative amplitudes of the two propagating waves (lower
and upper polaritons), they also determine the transmis-
sion coefficient. The depth of the exciton-free layer, or
dead layer, has been a matter of debate for many years,
with estimates, based either on theory or experiment,
ranging from 0.5 to 2 exciton radii.

Understanding the exciton motion near a surface has
required several years of work. Most solutions of the
problem rely on the adiabatic separation of the center-
of-mass slow motion along z (perpendicular to the sur-
face} from the relative electron-hole (e-it ) fast motion.
In order to provide a good estimate of the dead layer,
high accuracy is required in the solution of the relative
e-h motion, which is obtained by extending Satpathy's
exact solution of the surface impurity problem to the
case of an exciton with fixed center of mass. Then the
center-of-mass wave function is found by numerical one-
dimensional integration. The adiabatic separation is val-
id for small e-h mass ratio m, /mh', for values of this ratio
of the order of unity, an alternative numerical solution,
not involving the adiabatic approximation, has been
given by D'Andrea and Del Sole. ' (For numerical
reasons, this method does not work well for m, /mh «1.)
The two methods yield identical results for
m, /m&=0. 3, corresponding to the 2 exciton in CdS.
Therefore it is possible, using the two methods in the
respective ranges of validity, to determine exciton wave
functions in the whole range of m, /mh. The picture
coming out involves the simultaneous presence of a dead
layer below the surface, where the exciton is now allowed
at all, and of a transition layer below it, where the proba-

bility of finding the exciton grows continuously from zero
up to the bulk value. The thickness of the dead layer d
and that of the transition layer 1/P depends on the ratio
m, /mh .. their sum ranges from 1.7a~ for m, /mh && 1 to
0.6az for m, /mh =1 (an't is the effective Bohr radius}.
This result, obtained only recently, reconciles the
different determinations of the dead-layer depth for
different materials with one another, and all of them with
theory. Reflectance spectra calculated from the wave
functions discussed above are in satisfactory —good in
some cases —agreement with experiments, with slight
discrepancies occurring in a few cases.

The image potential, arising from the Inismatch be-
tween the semiconductor dielectric constant e and that of
a vacuum, is ignored in the treatment described above. It
is given by
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where p is the position in the surface plane, and sub-
scripts e and h refer to the electron and to the hole, re-
spectively. The first term in the square brackets is the at-
tractive interaction of the electron with the image hole,
while the second and third terms are the interaction of
the electron with its image, and that of the hole with its
image, respectively. The last two terms dominate very
near the surface, where the image potential is strongly
repulsive. However, the exciton wave function is very
small there, due to the occurrence of the dead and transi-
tion layers, which are a consequence of the no-escape
boundary condition. ' As soon as the distance from the
surface becomes larger than the exciton radius, the image
potential becomes smaller and smaller, because the exci-
ton is seen from the surface as a neutral point particle.
Estimates of the image potential for some relevant cases,
reported in Ref. 1, confirm that its effect might be small
and are the rationale for neglecting it. This is quite
different from the situation found in quantum wells,
where the image potential yields relevant effects on the
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binding energy. ' The difference of course arises from
the absence of confinement in the semi-infinite crystal:
differently from the case of confined systems, the exciton,
repelled from the surface by the adiabatic potential due
to the no-escape boundary condition, cannot be found
near the surface, where the image potential is important.

However, the slight discrepancies between calculated
(ignoring the image potential) and measured reflectance
spectra found for GaAs and InP, where the dead layer of
the heavy-mass exciton is quite large, suggest that an
increase —although small —of the dead-layer depth, due
to the image potential, might be responsible for them.
The purpose of the present work is to check this possibili-
ty.

We will solve the exciton effective-mass equation
within the adiabatic approximation by treating the image
potential perturbatively. We will show that the image
potential increases the dead- and transition-layer depths
by about 10%%uo with respect to the previous calculation.
Its effect, however, is quite small in the calculated
reflectance spectra. We conclude therefore that it is
correct to neglect the image potential in semi-infinite
semiconductors and that the residual, small discrepancies
between theory and experiment in GaAS and —yet
smaller —in InP must have a different origin.

The plane of the paper is as follows: In Sec. II we will
extend Satpathy's treatment of a near-surface impurity to
include perturbatively the image potential. In Sec. III
the exciton center-of-mass motion will be considered and
the dead- and transition-layer depths as a function of
m, !mh will be calculated. In Sec. IV we will show the
effect of the image potential on reflectance and will draw
the conclusions of this work.
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FIG. 1. Shift of the ground-state energy of a hydrogenic im-

purity with respect to the bulk value as a function of the dis-

tance a from the surface. Solid line: Satpathy's calculation
(Ref. 8), not including image-potential effects. Dashed line: im-

age potential included according to first-order perturbation
theory, with e= 12.6.

II. SURFACE IMPURITY

In this section we consider the effective-mass
Schrodinger equation for an hydrogenic impurity at dis-
tance a from the surface:

fi
V, — + V& (p„z„'a )

e

2m~ eQp, +(z, —a)

X %(p„z„a)=E (a)%(p„z„'a),

with the "no-escape" boundary conditions at the surface,
located at z =0 (the semiconductor occupies the half-
space z ~ 0):

%(p„0;a)=0 .

Here r, and m, are the electron position and mass, re-
spectively. Satpathy has given the exact solution of this
equation in the absence of the image potential, by show-
ing that it is separable in parabolic coordinates,
g=(r, +r2)I2a and q=(rz r, )/2a, r, being the-
electron-impurity distance, and r2 the distance of the
electron to the image impurity, located at z = —a. For
the exciton problem, only the ground state is of interest;
its energy is plotted in Fig. 1 (full line). Taking advan-
tage of the guess that the image potential is small for the
relevant physical situation, as discussed before, we evalu-

ate its expectation value on the ground state by numerical
integration. Apart from the factor (e 1)/(a+1—) in (1),
the expectation value, measured in terms of the effective
Rydberg, is a universal function of a/a~, which is tabu-
lated in Table I. The impurity ground-state energy in the
case of GaAs, calculated including the image potential, is
plotted in Fig. 1 (dashed line). The image-potential ex-
pectation value diverges as a tends to zero, due to the
diverging repulsive interaction of the impurity with its
image; otherwise, however, it is quite small. Hence the
use of first-order perturbation theory for a larger than az
is justified.

Our approach can be considered variational; in fact, we
calculate the expectation value of the total Hamiltonian,
including the image potential, on the exact eigenstates of
the zero-order Hamiltonian, without the image potential.
Our results can be compared with those of the variational
approach of Shen et al. ,

" who used exponential trial
wave functions (times a linear term in z„which ensures
the fulfillment of the "no-escape" boundary condition at
the surface) for both Hamiltonians. The results of Shen
et al. "are compared with those of Satpathy in Fig. 2(a),
for the case where the image potential is neglected. The
image potential is included in the curves of Fig. 2(b), ex-
cept the repulsive interaction of the impurity with is im-
age, namely, the constant (e /4ea)[(e —1)/(@+1)],
which was not included by Shen et al. We find that our
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ground-state energy is lower than that of Ref. 11 for
a & az. This is of course a consequence of using a better
trial wave function than that of Shen et al. The effect of
the image potential, already small, agrees in the two cal-
culations within 10%; the discrepancy is smaller than
0.03 effective Rydbergs for a &a&. This is estimated to
be the precision of our calculation in this range, which is
relevant for the exciton problem.

TABLE I. Expectation value of the image potential as a
function of the impurity distance from the surface. The multi-
plicative factor (e—1)/(e+ 1) Ry in (1) is not included here.

a /a&

III. EXCITON

In this section we will apply the results obtained for
the near-surface impurity to the exciton problem. The
effective-mass Schrodinger equation is in this case

fi 8p2
2p, r 2M gZ2

X% (p, —
p&,'z„z& ) =E+(p, —p»z„z& (4)

We separate adiabatically the center-of-mass slow motion
along Z from the fast e-h relative motion along z and p.
The latter is described by a Schrodinger equation similar
to (2), where m, is replaced by the reduced mass p, and r,
by (p, z). Because of the no-escape boundary condition,
the relative wave function must vanish at z = —MZ/mI,
and at z =MZ/m, . Since the latter quantity is much
larger than the exciton radius (for Z of the order of az ),
the vanishing of the wave function is trivially ensured
there; we can limit ourselves to the Qrst boundary condi-
tion, which makes the problem equivalent to that of an
impurity at a =MZ/rn&. This approach has been al-
ready used with excellent results in Ref. 7, where the im-
age potential was neglected. Here we will extend it in a
quite straightforward way to account for the image po-
tential.

As in Ref. 7, the exciton center-of-mass motion in the
potential shown in Fig. 1 is solved numerically. Then, as
in Ref. 9, the exciton wave function at (p, z) =0, which is
important for determining optical properties, is approxi-
mated by a model analytical wave function involving a
dead layer d below the surface, where the exciton is not
present at all, and a transition layer, of depth 1/P, where
the probability of 6nding the exciton continuously in-
creases from zero to the bulk value:
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FIG. 2. (a) Ground-state en-

ergy of a hydrogenic impurity as
a function of the distance a from
the surface. Image-potential
effects are not included. Solid
line: Satpathy's exact calculation
(Ref. 8). Dashed line: variation-
al approach of Shen et al. (Ref.
11). (b) As in (a), including the
interaction of the electron with
its image and with that of the
impurity, but not the interaction
of the impurity with its image.
Solid line: our results, where the
image potential is accounted for
by 6rst-order perturbation
theory. Dashed line: variational
approach of Shen et al. (Ref.
11).
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FIG. 3. Sum of the dead-layer
depth d and of the transition lay-
er depth 1/P of the analytical
wave function (5) without the
image potential (dashed line) and
with the image potential (full
line). Dot-dashed line: 1/P of
the numerical nonadiabatic wave
function of Ref. 7 (from Fig. 3 of
Ref. 7).
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d and P are chosen in order to reproduce at best the nu-
rnerical %(O,Z). The procedure is the same as in Ref. 9,
with the di6'erence that here we consider both cases, with
and without the image potential. The quality of the fit is
as in Ref. 9.

IV. RESULTS

The main limitation of the present approach arises
from the adiabatic approximation, which is valid for
small values of p/M. Although for m, /mi, =1 it is al-

ready p/M =1/4, it is clear that the adiabatic approxi-
mation cannot be used in the whole range of m, /m&
values with the high accuracy needed to determine the
dead layer. For values of m, /mh of the order of unity, a
numerical solution of the exciton Schrodinger equation,
not relying on the adiabatic approximation, has been car-
ried out. ' For m, /mi, =0.3 the wave function obtained
within the latter approach perfectly agree with the adia-
batic ones. Therefore we hope that the adiabatic ap-
proach is valid also for values of m, /mi, larger than 0.3.
In order to assess this point, we plot in Fig. 3 the sum of
the dead-layer plus transition-layer depths as determined

FIG. 4. Exciton dead-layer
depth d of the analytical wave
function (5) as a function of the
mass ratio m, /m&, without the
image potential (dashed line) and
with the image potential (full
line).
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FIG. 5 ~ Transition-layer
depth 1/P of the analytical wave
function (5) as a function of the
mass ratio m, /mI„with (full
line) and without (dashed line)
the image potential.
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by the adiabatic approach (without the image potential,
dashed line) together with the transition-layer depth of
the numerical wave functions (dot-dashed line). (d + 1/P
is the right quantity to use for the sake of comparison,
because the numerical wave functions have been de-
scribed only in terms of the transition layer, since the
dead layer was not necessary in the range of higher
m, /mt, values. ) From Fig. 3 it is evident that there is a
very good agreement for m, /ml, between 0.3 and 0.4,
and also that the adiabatic approximation is valid within
10% up to m, /mz =0.5. Moreover, since the image po-
tential effect is small (see Fig. 3, full line), we would like
to use the present approach, based on the adiabatic ap-
proximation, also for values of m, /mh larger than 0.5
only to determine the image potential e-Qect We descri. be
now the results obtained including the image potential,

using the value of the dielectric constant of GaAs
(e=12.6). In Fig. 4 the dead-layer depth d, with and
without the image-potential effect, is shown. The effect
of the image potential is to increase d by a quantity vary-
ing from 0.2az (for small m, /mz ) to 0.3az (at
m, /mz =0.3), to zero (for m, /mt, larger than 0.6). The
most evident effect is to extend the range where d is non-
vanishing, from m, /m& (0.3, to m, /mI, &0.6. The
transition-layer depth, with and without the image poten-
tial, is plotted in Fig. 5. Image-potential effects decrease
(for m, /m& (0.4) or increase (for m, /mh &0.4) 1/P by
less than O. la&. Its effect on the sum d +1/P turns out
to be quite small, as is shown in Fig. 3.

Finally, in Fig. 6 we try to give as complete a picture as
possible of the exciton behavior near the surface for all
values of m, /mh. For m, /ml, &0.3, we plot (d+1/P)

2 I
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FIG. 6. For m, /mz &0.3,
d+1/P without the image po-
tential (full line) and with the

image potential (dot-long-dashed
line). For m, /mz &0.3, 1/P of
the numerical nonadiabatic wave
function of Ref. 7 not including
the image potential (dot-dashed
line) and with the e8ect of the
image potential summed over
(long-dashed line).
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in Ref. 9. The full line, embodying the image potential, is
very similar to that calculated in Ref. 9 without the im-
age potential (dot-dashed line). In particular, the steplike
increase of reflectance on the high-frequency side of the
resonance appearing in the experimental spectrum (see
Fig. 7) is not obtained in our calculation, even including
the image potential. Therefore the latter cannot explain
this slight discrepancy between theory and experiment in
exciton reQectivity occurring in GaAs and —to a lesser
extent —in InP.

V. CGNCLUSIONS

p
i514 i514.5 1515 1515.5 i516

hn) (mev)

FICx. 7. Normal-incidence reflectance of GaAs. Experiment
from Ref. 16, dashed line. Our calculation, full line. Excitonic
parameters used in the calculation: Acro = 1.515 eV,
4~uh =0.22X 10, so= 12.6, M =0.79 m, m, /mq =0.064,
d =158.4 A, 1/P=99 A, and I =0.095 meV. Dot-dashed line:
calculation from Ref. 9, which neglects the image potential,
with d = 125.8 A, 1/P = 102 A.

as determined according to the present adiabatic ap-
proach with and without the image potential. For
m, /ml, )0.3, we report 1/P of the numerical wave func-
tion determined without the image potential, and sum to
it the effect of the image potential as determined within
the adiabatic approach (long-dashed line), namely, the
difference of the two curves in Fig. 3. It can be seen that
the final effect of the image potential is quite small; that
is, it increases the sum of dead- and transition-layer
depths by at most 0.2a~.

One expects that such a small increase of the dead- and
transition-layer depths has negligible effects on optical
spectra, since it is well known that large changes (of the
order of a~ ) of the dead layer determine small (of the or-
der of 5%) changes of the re6ectance intensity. ' ' We
show that this is indeed the case in Fig. 7, where the
reflectance of the heavy exciton in GaAs is calculated as

We have calculated the effect of the image potential on
excitons in a semi-infinite semiconductor. Such an effect
is shown to be quite small: it increases the dead- and
transition-layer depth sum by less than 0.2a~, in agree-
ment with previous estimates. The reason for this is that
the exciton repulsion from the surface, which is its main
effect, is already accounted for by the "no-escape" bound-
ary condition; as a consequence, the exciton cannot come
too close to the surface, where the image potential is im-
portant. At distances from the surface larger than the ex-
citon radius, the exciton is seen from the surface mainly
as a neutral point particle, inducing a small image poten-
tial.

As a consequence of the small effect of the image po-
tential on the dead layer, its effect on re6ectance spectra
is also small. In particular, the image potential cannot
explain the slight discrepancy between theory and experi-
ment in exciton reAectivity occurring in GaAs and —to a
lesser extent —in InP on the high-frequency side of the
resonance. Such discrepancies must have an extrinsic
origin, related to residual built-in electric fields at the sur-
face and/or to the presence of surface states: both effects
invalidate the simple infinite-barrier picture of the surface
assumed in this and in most other papers about exciton
reflectance.

Finally, we would like to emphasize that this work is
the conclusion of a long effort aimed at finding exciton
wave functions in a semi-infinite semiconduc-
tor. '""' ' ' ' A coherent picture has emerged, with the
simultaneous occurrence of a dead layer (for
m, /mz (0.6) and of a transition layer, whose depths de-
pend on the e-h mass ratio. Their sum ranges from 2az
for small m, /m„, in agreement with early experimental
estimates, ' to less than a~ for m, /m& larger than 0.3.
The latter finding is also in agreement with several types
of optical experiments in CdS and similar materials. '

The slight discrepancies remaining in the cases of GaAs
and InP must be due to extrinsic reasons.
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