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We investigate the physical properties of a three-band generalized Hubbard model for the CuO,
planes of high-T. superconducting cuprates, in the presence of Cu-Cu superexchange and Cu-O
Coulombic interaction. The explicit introduction of these interaction terms emphasizes the different
role of spin and charge degrees of freedom in determining the behavior of the system. In particular,
they provide two different mechanisms for phase separation, which are more effective in different
doping regions. Experimental indications for this to occur are discussed. We infer that magnetic and
charge-transfer pairing interactions are related to the above phase-separation mechanisms and, while
being simultaneously present, gradually interchange their relevance, the first one being dominant at
low and intermediate doping, and the second one at high doping.

I. INTRODUCTION

Many different behaviors arise upon doping in copper
oxides due to the strongly correlated nature of these sys-
tems and the interplay of the various degrees of freedom.!
The antiferromagnetic insulator which is present in the
stoichiometric and lightly doped compound turns into a
strange metal, which at optimal doping displays a linear
T dependence of the resistivity above the critical tem-
perature up to very high temperatures. Magnetic corre-
lations and possibly a spin gap are present in the metal at
low and intermediate doping. At still higher doping the
strange metal gradually turns into a normal metal which
displays a Fermi-liquid behavior and strongly reduced
magnetic scattering. Three qualitatively different non-
superconducting behaviors are therefore present in cop-
per oxides: antiferromagnetic insulator, strange metal,
and normal metal.

The above scenario suggests that spin degrees of free-
dom play a major role at low doping, when charge degrees
of freedom are essentially frozen out due to the strongly
correlated nature of the system. In this regime magnetic
correlations are naturally expected to be relevant, so that
a description in terms of a (extended) t-J model has of-
ten been proposed to suitably describe the low-energy
physics of the system.

On the other hand charge degrees of freedom become
gradually more important in the intermediate- and high-
doping regimes. In particular, while the undoped system
has one hole per cell mostly residing in copper d,z_,:
(dz) orbitals, the holes introduced by doping have a large
wave function component on oxygen sites. Well inside
the metallic regime it is natural to expect that the cova-
lent character of the copper-oxygen planes becomes more
relevant, thus emphasizing the importance of the charge
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dynamics. Although it was sometimes proposed? that an
effective single-band t-J model could still be appropriate
in this high-doping regime, various considerations indi-
cate that this scheme could be somewhat oversimplified:
First of all, contrary to the single-band model, the orig-
inal three-band model3* exhibits a wider variety of be-
haviors and is able to describe the occurrence of a metal—-
charge-transfer-insulator transition (MCTIT) by varying
the atomic-level energy difference between the oxygen 2p
orbitals ) and the copper d, orbital €3.> A multiband
model, which keeps track of this relevant energy scale, is
certainly richer since it allows a clear identification of the
role of this transition in the charge dynamics. Second the
nearest neighbor (NNN) Coulombic repulsion V' between
holes on copper and holes on oxygen can play a role af-
fecting the oxygen-copper charge-transfer fluctuations.*
In particular, it was shown in previous work,%¢™® that
if V is sizable, charge-transfer excitations are relevant
in the low-energy charge dynamics and may affect the
stability of the system.

The above considerations show that the reduction to
a single-band effective model could miss some important
physical effects and motivate our investigation of an ex-
tended three-band Hubbard model.

Since we are interested in both the magnetic effects
and the charge dynamics, by investigating the (smooth)
crossover between the low-doping and the intermediate-
or high-doping regimes we are going to equip our model
with magnetic interaction terms,'! as well as with NN
Coulombic repulsion between holes on copper and holes
on oxygen.

While the model and the technical details of our ap-
proach are contained in Sec. II, the results are presented
in Sec. III and the physical implications as well as our
conclusions are in Sec. IV.
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II. MODEL AND TECHNICAL DETAILS

Due to the strongly interacting nature of the super-
conducting copper oxides, we consider a model with an
infinite repulsion Uyq between holes on the same copper
atoms. We treat the limit of very large local repulsion be-
tween holes on copper sites by means of the slave-boson
technique.!? Moreover, due to the above mentioned pos-
sible relevance of the NN Coulombic repulsion between
holes on copper and holes on oxygen, we extend the stan-
dard three-band Hubbard model with a NN Coulombic
interaction V. Finally, to include the effects of mag-
netism we also consider a direct Heisenberg interaction
between spins on NN copper sites.®'° To be sure, su-
perexchange magnetic effects are already contained in the
extended three-band Hubbard model, so that, in princi-
ple, this latter term should not be included. However,
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our slave-boson treatment of the model misses this in-
teraction in the mean-field approximation, which we are
going to consider (a Cu-Cu magnetic interaction would
arise only at higher order in the perturbation expansion,
via the exchange of slave-boson fluctuations). Therefore,
following a customary use we explicitly include a superex-
change coupling J. The value of J is in principle fixed by
the other parameters of the Hamiltonian, but, in the very
same spirit of the ¢t-J model, in the following we consider
it to be an independent parameter. However, having in
mind a description of the copper oxides, we will not as-
sume for the magnetic coupling J values which are unre-
alistic for these systems (J < 0.2 eV). According to the
above manyfold extensions of the three-band Hubbard
model we decided to indicate the resulting Hamiltonian
as a three-band ¢-J model.
The resulting t-J slave-boson Hamiltonian reads

M= Z (t;;ddgabipi—f-l,a + H.c.) + Z (tg;p3+1,api+z',a + H-c.) +V Znﬁ,nﬁ_,,a,
114
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where dIa creates a hole with spin o on the copper
d.2_,2 orbital on the site i, while pL_l,g (we take the
Cu-Cu distance to be unit, so that | = +x/2,+y/2)
creates a hole on the p, or p, oxygen orbitals on site
i+ 1. The density operators are defined by n;-ia = d:fad,-,,
and nf_'_,’a = p:.r“,apiﬁ;.ly‘,. Hamiltonian (1) includes
atomic, hybridization, superexchange, and NN Coulom-
bic terms. The slave-boson operator b:-f, which labels the
empty sites, has been introduced in the p-d hybridiza-
tion term to take care of the strongly correlated nature
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of copper sites. The no-double-copper-occupancy con-
straint ) d:-radi,, +b:-rb,- = 1 has to be enforced to project
the Hamiltonian (1) onto the physical states. The mean-
field Hamiltonian Hmr is obtained posing (b;) = bg (uni-
form all over the system) and enforcing the constraint
of no double copper occupancy via a uniform lagrange
multiplier Ag, so that the constraint is fulfilled in the
average.

The quartic interactions are decoupled via the Hartree-
Fock factorizations

2N,
I3 dl,digdl,djo — T(Af + A2
(ij)
+81 Y (dmdl,dismo +He) + A2 3 [ (ditdism,y — disdisms) + Hel, (2)

with A1¢m = I3, d,-,,;dL_m'a,) and Az, = J(d:-erL_m"L - deLm,T), N, being the number of copper sites,
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where Xo = Vn,, Yo = Vng, and ng = (nd)) is the d
density per unit cell and per spin; Zp0;, = V(di,,p;‘_'_l’o) is
the Fock decoupling term, and Apgx; = V(deI +m) is
the anomalous decoupling term. An anomalous p-d order
parameter can be factorized since it is indirectly gener-
ated by the attraction mediated by J; it would otherwise
vanish since the V interaction is purely repulsive.

The on-site p-p anomalous average needs not to be con-
sidered in the Uy, term because it is not generated in the
attractive channel mediated by J; nor it can arise due to
the decoupling of the repulsive U, term.

In the above formulas ¢,,, ¥m, 6, and x; (m =
+x,+y, | = £x/2,+y/2) are phase factors which take
into account the proper symmetry of the order param-
eters. We mainly specialize our analysis to the case
¢m = 1 (uniform symmetry); §; = 1 for | = y/2, —x/2;
0; = —1 for | = —y/2,x/2 (p-d bonding symmetry). For
the anomalous d-d order parameter we take v, = 1 for
m parallel to x and %,, = —1 for m parallel to y cor-
responding to a d-wave pairing since we never found an
s-wave solution with lower energy. As far as the anoma-
lous p-d term is concerned we have x; = ¢ for [ = x/2,y/2
and x; = —t for | = —x/2,—y/2. An order parameter
displaying this symmetry arises indeed as a consequence
of the attractive superexchange interaction only. Note,
instead, that in the mean-field treatment of our model
no pairing is present due to the repulsive charge-transfer
interaction V. This is a shortcoming of our mean-field
analysis. Indeed previous analyses®® have shown that
a charge-transfer-mediated attraction can appear when
fluctuations are considered.

The mean-field free energy Fmr is required to be
stationary with respect to the mean-field parameters
b(), /\0, Al, Az, Apdy Xo, Yo, and Zo. The self-

consistency equations have then the general form

0Fur _ 0F OEg
= Ef —p)-5-=0 5
P, 2P, +§f( X — 1) P, , (5)

o

where

2 8 8
Fo=N, [,\O(bg —1) = 7 XoYo + VZS - VAf,d

2 U,
+2 (81487 - Tn} ;

f(Eg —p) is the Fermi function, Eg are the eigenvalues of
the mean-field Hamiltonian, and P; represents a generic
mean-field parameter. The condition of particle num-
ber conservation —0Fur/Ou = Ns(1+5), where § is the
hole doping with respect to half-filling, has to be numer-
ically solved together with the self-consistency equations
to obtain the phase diagram of the model in terms of the
physical parameters.

The slave-boson approach here adopted to deal with
the Ugq = oo limit has often been used in the investiga-
tion of strongly interacting systems like heavy fermions
and superconducting cuprates. It has the major advan-
tage of being nonperturbative in the interaction, so that,
already at the mean-field level, it allows a suitable de-
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scription of the strongly correlated metallic phase and
of the metal-insulator transition.!® In particular, as it
is easily recognized from an inspection of Eq. (1), the
mean-field value by of the slave-boson field multiplica-
tively renormalizes the Cu-O hopping ¢4, leading to a
bandwidth reduction (bp < 1). On the other hand, the
mean-field value of the Lagrange multiplier Ao additively
shifts the value of the copper atomic-level energy. For
positive doping, the shifted copper level ¢4 = €% + Ag
approaches the oxygen levels so as to allow the occupied
band to acquire enough oxygen character in order to ac-
comodate n = 1 4 § holes per cell without violating the
no-double-occupancy constraint.3

At finite doping the system is always metallic for any
value of the bare charge-transfer energy €3 — €3: The
bandwidth renormalization bg is finite and, by varying
doping or sg — €Y, the renormalized copper level is con-
tinuously shifted together with the chemical potential.
For small values of €J — eJ the system stays metallic even
at half-filling, whereas, for values of ) — 3 larger than a
critical value, the system becomes insulating when n = 1.
Specifically, the bandwidth vanishes (bp = 0) and the
chemical potential discontinuously jumps in going from
negative to positive doping.

The present slave-boson technique provides, therefore,
a mean-field description of the system in the metallic
phase in terms of self-consistently renormalized quasipar-
ticle bands. The insulating phase is characterized by an
infinite quasiparticle mass (zero bandwidth) and a jump
in the chemical potential in the limit of infinitesimally
small negative or positive doping. The above scheme re-
sults from the limit of infinite Ugy and underlines the
role of the energy-level difference €9 — €9 in determining
the charge dynamics and particularly the metallic versus
charge-transfer-insulating character of the system.

For the treatment of the other interaction terms of the
model (1) we adopted a standard decoupling approach.
This choice is justified by the relatively small value of the
couplings involved, so that a Hartree-Fock-like scheme
should be appropriate in order to obtain a qualitatively
correct picture.

As far as the magnetic interaction is concerned, while
real systems display antiferromagnetic spin long-range
order in the insulating phase, we considered a magnetic
phase with dimer order, in which the A; order parame-
ter is real and has different values on the various bonds
(A% # AT # AFY). This magnetic singlet phase has
no spin long-range order, although it mimics the anti-
ferromagnetic (AF) insulator with the same doubling of
the unit cell. An explicit spin-spin decoupling could in
principle be considered, allowing for the introduction of
antiferromagnetic spin long-range order. However, in the
physical systems, the antiferromagnetic long-range order
is rapidly destroyed by doping, giving rise to a metallic
phase with magnetic correlations. Since we are focus-
ing on the behavior of the metallic phase of the cuprates
and to its smooth crossover from the intermediate-doping
to the high-doping regimes, we neglected any decoupling
leading to a possible spin long-range order. The introduc-
tion of a spin-symmetry breaking, in fact, would only be
needed to describe the insulating phase and its doping-
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induced disruption. This latter phenomenon involves in
a crucial way the role of fluctuations and it consitutes
a difficult, still unsettled, problem, which is beyond the
scope of our work and which hardly could be reason-
ably approached within our mean-field scheme. This is
why we directly focused on the singlet decoupling which
is more suited to describe the magnetic correlations in
the metallic phase already in the mean-field approxima-
tion. Of course one should be aware of the fact that our
treatment of the magnetic correlations is not suitable for

. a complete analysis of the insulating phase and it only
provides a qualitative description of the magnetic corre-
lations. The phase diagram obtained in this way can be
qualitatively trusted at not too low doping, correspond-
ing to a physical situation when the spin long-range order
has already disappeared.

III. PHASE DIAGRAM: PHASE SEPARATION
AND SUPERCONDUCTIVITY

We numerically solved the self-consistency equations
for the bg, Ao, A1, Az, Apd, Xo, Yo, and Zy mean-field
parameters at fixed doping and for various values of the
Hamiltonian parameters. We need to clarify the differ-
ent roles of these mean-field parameters. According to
the discussion in the previous section, bg, Ao, Xo, Yo,
and Z, determine the renormalized band structure: bg
and Z, act on the t,q4 hopping, whereas Ao, Xy, and
Yo shift the copper and oxygen atomic levels. On the
other hand, A1, Az, and A,g4, although they also affect
the band structure, are more directly related to the exis-
tence of magnetic correlations (A;) or to the anomalous
superconducting order (Az and Apg). In this sense they
directly characterize the various phases of the system.
Threfore, the phase diagram will mainly be concerned
with their behavior only. Moreover, due to hybridization,
the establishment of superconducting long-range order in
the pd sector (Apq) is strictly related to the appearance of
the same long-range order in the dd sector (Ajz), so that
only this latter order parameter needs to be considered.

In Fig. 1 the phase diagram is given in the plane of
the bare charge-transfer gap Eg — €Y% and the doping §.
At T = 0 a metal-insulator transition is found at half-
filling for a critical value of the bare charge-transfer gap.
In the presence of a sufficiently large p-d Coulombic in-
teraction V, this transition is first order and takes place
between a metal with uniform singlet decoupling of the
superexchange term (A; ~ J,A; = 0) and an insulating
magnetic phase.

At low doping, above the critical value of ) — €3, the
system is unstable due to the presence of the magnetic
phase, which tends to eject the holes introduced by the
doping. In the absence of long-range Coulombic inter-
actions the system is led to phase separation,'®1415 be-
tween hole-poor and hole-rich regions.

At intermediate doping, if V is sufficiently large, a
different instability occurs as a consequence of charge-
transfer processes. To our knowledge the charge-transfer
mechanism is the only purely electronic mechanism pro-
viding phase separation in the intermediate- and high-
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FIG. 1. Phase diagram e) — €3 vs the doping § with
T=0.002 eV, tp,a=1.4 eV, t,,=0.4 eV, J=0.2 eV, V=3.0 eV,
and Upp=0.5 eV. Solid lines indicate the phase transition lines.
The shaded area delimited by the dashed lines indicates the
phase-separation region determined via the Maxwell construc-
tion. The diamond indicates the metal-insulator transition

(MIT).

doping regimes.®® It must be emphasized that these
two mechanisms for phase separation do not prevent each
other, but play their roles in different regions of doping.
The two phase separations merge in the vicinity of the
metal-insulator transition.

In the intermediate-doping regime, a d-wave supercon-
ducting phase (A;,A; ~ J) is stable at large charge-
transfer gaps.

The metallic phase stable at higher doping changes
continuously from a metal with local magnetic correla-
tions (A; ~ J,A; = 0) to a standard metal with no
magnetic correlations (A; ~ 0, A, = 0).

As mentioned above, direct formation of superconduc-
tivity induced by the repulsive charge-transfer interaction
V cannot be achieved within our mean-field approach.
Nevertheless, we stress that in the stable region near the
phase separation driven by the charge-transfer mecha-
nism, an attractive residual interaction among the Fermi
quasiparticles is present. A general Fermi-liquid analysis
may, indeed, be useful in this respect. This analysis al-
lows, in fact, to find that in the high-doping stable regime
the system is still characterized by a negative (i.e., attrac-
tive) dynamical scattering amplitude

T, = lim im T (kr, kr;q = kr — kfp,w), (6)

w—0g—0

where I' (kp,k; g = kp — klp,w) is the residual interac-
tion between the quasiparticles, which arises from the
exchange of the fluctuations of the bosonic fields. In our
mean-field approach, where no exchange of bosons has
been considered, we can evaluate only the small ¢ and w
limits of this residual interaction from the direct calcula-
tion of the compressibility!®

on v*
K= —

Buz 1+ F¢’
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where v* is the quasiparticle density of states at the
Fermi level and F§ is the usual effective Landau param-
eter F§ = 2v*T,,.17 We numerically evaluated the com-
pressibility g—z from the p-vs-§ self-consistent behavior,
as well as the quasiparticle density of states v*. From
their comparison, it turns out that F{, i.e., the dynami-
cal limit of the interaction between the quasiparticles I,
is negative (—1 < F§ < 0; see Fig. 2) in a large region
close, but outside, the phase-separation region, where the
Landau-Pomeranchuk criterion for stability is violated
(F§ < —1). Additional insight can be obtained by re-
casting the expression of the compressibility in terms of
the static limit of the interaction between the quasipar-
ticles,

k=v*(1-20°T,), (M
where
r =-—-—£“’————=lim lim T (kr, kF; 9 = kr — kF,w)
77 14204, ¢—=0w—0 T i

(8)

is the static effective interaction between two quasiparti-
cles at the Fermi level once the screening due to all the
quasiparticles is taken into account. From the expression
of Eq. (7) one can see that a divergent compressibility
can be related to a negatively divergent total effective
scattering amplitude between the quasiparticles at large
distance (¢ — 0).

The presence of attractive forces in the particle-hole
channel makes plausible (and indeed it allows one to show
in a random-phase-approximation) the existence of at-
tractive forces in the particle-particle channel, eventually
leading to Cooper instability. An additional mechanism
for pair formation in the high-doping regime is in this way
provided, which extends to higher doping and lower bare
charge-transfer gaps, the superconducting phase shown
in the phase diagram of Fig. 1.

The tendency towards phase separation could there-
fore provide the attractive forces leading to superconduc-
tivity.5~® Moreover, superconductivity could stabilize the

T T I ]
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FIG. 2. Compressibility denominator 1 + F as a function
of doping in the proximity of the charge-transfer-mediated
instability.
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system with respect to phase separation,'® thus reducing
the phase-separation region.

We note that, when the strength of the local Coulomb
repulsion on oxygen sites Up, is increased above 1.5
eV, the phase-separation instability due to the charge-
transfer mechanism is suppressed. However, even in the
absence of this second phase separation, a sizable dop-
ing interval persists, where an attraction is present in
the particle-hole channel as a remnant of the instability
occurring at lower Up,. Keeping all the others param-
eters fixed at the values reported in Fig. 1, this attrac-
tion disappears for Uy, larger than about 3 eV [density
functional calculations in the local density approximation
(LDA) usually report values between 0 and 4 eV for this
quantity in the cuprates]. Exact cluster diagonalization
calculations,'® providing indications of superconductivity
occurring close to a charge-transfer-induced phase sepa-
ration, were reported in the absence of Uy, only. Thus
they do not help us in testing our mean-field results on
the disappearance of the phase separation with Up,.

In Fig. 3 a phase diagram in the T-vs-§ plane is shown.
The low-doping instability separates a fully dimerized
insulating phase and a d-wave superconducting phase
at low temperature. At higher temperature the phases
which separate are the dimerized phase and a magneti-
cally correlated metal. The intermediate-doping instabil-
ity separates instead a magnetically correlated hole-poor
metal (A; ~ J,A; = 0) and a normal hole-rich metal
(Al jad O,Az = O)

In Fig. 4 we show a different T-vs-§ phase diagram,
which was obtained for a lower value of the bare charge-
transfer gap. In this case only one phase-separation re-
gion is present. Both the magnetic and charge-transfer
degrees of freedom are relevant in the same region of dop-
ing. The small value of Eg — €Y allows the charge-transfer
mechanism to be effective already at low doping. Phase
separation takes place between a dimer insulator at § = 0
and a magnetically correlated metallic phase at interme-
diate doping, which gradually turns into a normal metal
without any further instability. We remark that in the
present case strong magnetic correlations persist up to
quite high doping due to the presence of droplets of a
zero doping insulator in the system.
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0.08
: orrelatedi
‘Metal :

0.04 [} !

i

!

. : \: t

0.02 d-wave i
£

I

0.2 0.6

FIG. 3. Phase diagram T vs the doping & with ep —e3=4.4
eV; all other parameters are as in Fig. 1.
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0.3 0.4

FIG. 4. Phase diagram T vs the doping § with €3 — £3=4.0
eV; all other parameters are as in Figs. 1 and 3.

IV. DISCUSSION AND CONCLUSIONS

The results reported in the previous section are char-
acterized both by the presence of phase separation in
substantial regions of the phase diagram and by its con-
nection with the occurrence of superconductivity.?*

The location of the phase-separation regions in the
phase diagram of Fig. 1, which start immediately above
the metal-charge-transfer—insulator transition, clearly
indicates the physical and generic origin of the phase sep-
aration in strongly interacting systems. A particularly in-
tuitive explanation of this phenomenon can be achieved
if one thinks at the competitive effects of the kinetic
energy and the short-range inteactions (magnetic and
NN Coulombic) present in the system: Whereas the ki-
netic energy would favor the formation of extended Bloch
states, the other interactions tend to induce localizing-
attractive interactions between the quasiparticles. In or-
dinary (nonstrongly interacting) metals the kinetic en-
ergy is dominant and a uniform, homogeneous phase is
formed. On the other hand, in the presence of strong
local repulsion, the kinetic energy is strongly depressed
(in particular it vanishes in the proximity of the insulat-
ing phase) and it is no longer able to succesfully oppose
the destabilizing effects of the short-range interactions.
This remark allows a natural interpretation on why phase
separation extends in the low-doping and high charge-
transfer—energy-difference regions of the phase diagram.

Of course all the above arguments, far from being
a proof of phase separation in all strongly interacting
systems, only provide a rather natural rational to this
phenomenon, the explicit occurrence of it remaining to
be proved in each specific model. Phase separation in
the various models still remains a debated and open is-
sue. In particular, whereas numerical calculations seem
to exclude its occurrence in the single-band Hubbard
model,2? the presence of phase separation in the single-
band t-J model has been repeatedly claimed. In this
latter case it still remains debated whether phase sep-
aration occurs for any value of J (Refs. 14, 15, 21) or
a J larger than a critical value is needed.???3 In this

context, without claiming to provide ultimate answers to
this problem, we simply stress that our mean-field slave-
boson approach suggests the presence of phase separa-
tion even for small values of the magnetic coupling J in
the three-band Hubbard model. Moreover, in accordance
with previous findings in the analysis of the three-band
extended Hubbard model,®® we confirm the presence of
a phase separation induced by a N N-Coulombic interac-
tion. Rather remarkable it appears the fact that, being
based on different mechanisms, mostly effective in dif-
ferent doping regions, the magnetically induced and the
NN Coulombic-induced phase separations peacefully co-
hexist in the phase diagram of our generalized three-band
t-J model. This latter result particularly emphasizes the
generic robustness of the phase-separation concept. How-
ever, a word of caution is needed in relating our results
to the physics of the superconducting copper oxides. In
particular, whereas we find that the magnetically induced
phase separation may well occur for J = 0.1-0.2 eV,
which corresponds rather well to commonly accepted val-
ues for the magnetic coupling in the copper oxides, too
large values of V are needed to induce phase separation
in our model. Indeed, whereas the commonly accepted
values of V, as calculated from density functional cal-
culations in the LDA, are smaller than 1 eV, we only
observe a Coulombic-induced phase separation for values
of V > 1.75 eV. Nevertheless, one should keep in mind
that the theoretical estimates of V are obtained within
a LDA approach and that our model was solved within
a mean-field approximated scheme. Therefore requiring
a really quantitative matching of our parameter V with
the commonly accepted value for the cuprates may be
too restrictive.

As far as the relation between phase separation and
superconductivity is concerned, the general Fermi-liquid
analysis reported in the previous section clearly indicates
that a divergent compressibility not only marks the pres-
ence of phase separation, but it is also related to strong
attractive forces in the small-g particle-hole effective po-
tential. This strong attraction can then originate the
occurrence of superconductivity.5 818

Long-range Coulomb forces, neglected in model (1),
would oppose the phenomenon of phase separation.?®
However, the diffusional motion of negatively charged
oxygen ions?® in some copper oxides provides a nat-
ural way to balance the electrostatic repulsion arising
from the hole segregation. This mechanism could be
present in overoxygenated La;CuO44, and allows to at-
tribute an electronic origin to the phase separation ob-
served therein.?” When the counter-ion diffusion is inef-
fective long-range forces prevent a true thermodynamic
phase separation. However, we expect that the long-
range Coulomb interactions, being strongly effective only
at small ¢’s, while suppressing the g=0 thermodynamic
phase separation, may leave the way open to dynamical
(slow) charge fluctuations?® or to charge density waves.®

Some evidence of the double-phase-separation sce-
nario is provided by neutron scattering experiments?® in
ErBa;Cu3Og,. The spectra of crystal field excitations
of Er** show the existence of three distinct environments
of these ions. By varying the doping three absorption
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peaks coexist, having their maximum at =0, z = 0.6,
and z = 0.95, respectively. This may indicate the ten-
dency of the system to phase separate between an insulat-
ing Og¢ phase and an intermediate-doping metal at Og ¢
and between this Og ¢ metal and the high-doping metal
with Og 9s. The overdoped phase (z > 0.95) seems to
be the pure high-doping metal. It is important to realize
that this analysis was carried out with a local dynami-
cal probe. It was therefore able to provide information
on the tendency to phase separation regardless to the
actual occurrence of a true long-range thermodynamical
segregation of different phases.

This scenario would, therefore, confirm the presence of
two distinct “phase separations” (the quotes indicate the
possibly local dynamical nature of the separations) as in
Fig. 3. However, the experiments, showing a small region
of doping where the three peaks may simultaneously co-
exist, still allow for a description in terms of the diagram
of Fig. 4. In this latter case a possible interpretation
of our result is that the slow density fluctuations aris-
ing from the Coulomb-frustrated phase separation can si-
multaneously occur along two distinct channels according
to the two distinct driving mechanisms hypothesized in
this paper. A first channel involves density fluctuations
between the AF insulator and the intermediate-doping
metal mainly driven by magnetism, whereas the charge-
transfer driving force would be responsible for the slow
fluctuations between the intermediate-doping metal and
the high-doping metal. The fluctuating bubbles of the
intermediate-doping metal would then be present at var-
ious doping concentrations as a result of the overlap be-
tween the two merged “phase separations.” This second
interpretation would account for both the large width of
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the peak related to the intermediate-doping metal shown
in the experiments and the persistence of some mag-
netic effects at very large doping. In particular it would
also naturally explain the presence of broad maxima at
T* > T, in the ©%3Cu relaxation rate (T37)"! in the
NMR experiments in highly doped (up to z = 0.92) 123
samples.Z® The (pseudo) gap in the spin excitations usu-
ally advocated to explain this behavior would then be
associated to the finite-size spin waves in the AF density
fluctuations?® arising from the first fluctuation channel.

In conclusion the simultaneous presence of magnetic
and charge-transfer relevant energy terms in the model
leads to a possible explanation of the normal phase and
of the superconductivity pairing mechanism. For the first
one a gradual change with doping of the characteristics of
the metal involved arise from the presence of the two dis-
tinct fluctuation channels. The superconductivity pair-
ing mechanism would then be driven over the entire re-
gion of doping by the attractive forces produced by two
different tendencies towards phase separation. This leads
us to suggests that in strongly correlated systems the su-
perconductivity pairing arises nearby a phase-separation
region irrespective of the nature of the forces leading to
the instability.
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