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First-principles molecular dynamics of liquid cesium and rubidium
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We simulate several states of liquid cesium and rubidium with first-principles molecular dynamics.
The Hellmann-Feynman atomic forces are obtained from a quantum-mechanical calculation of its
electronic structure based on the local density approximation of the density-functional formalism
and using the pseudopotential plane-wave method. We compare our results with experimental data
and other theoretical predictions for the structure and dynamics of liquid cesium and rubidium.
We find a good agreement between our first-principles results, other theoretical predictions, and

experiment.

I. INTRODUCTION

First-principles molecular dynamics was pioneered by
Car and Parrinello in 1985 (Ref. 1) opening new ways
for the simulation of systems in condensed phase. In re-
cent years, numerous applications of this method? and
some new developments have been reported.® In general,
first-principles molecular dynamics is based on the deter-
mination of atomic forces using density-functional-theory
calculations of the electronic structure. The dynamics of
the system is then generated by integration of the motion
equations through algorithms used in classical molecular-
dynamics simulations.*

The main characteristic and advantage of first-
principles molecular dynamics is that it avoids the diffi-
cult task of constructing an adequate potential to model
the interactions in condensed phases. Thus, an important
number of applications of this approach has been directed
to the simulation of liquids,®5 8 amorphous systems,® 11
and clusters!?:12 for which the construction of an interac-
tion potential in condensed phases is extremely difficult
or even impossible. The most serious limitation of first-
principles molecular dynamics is that with present com-
putational time resources the number of particles used
in the simulations is of the order of 100 and the dynam-
ics lasts a few picoseconds. Another limitation of the
original Car-Parrinello method is related to the use of a
fictitious Lagrangian dynamics to describe the evolution
of the electronic degrees of freedom which makes difficult
the application of the method when energy transfer be-
tween electronic and ionic degrees of freedom occurs,!*%
as for example, in the simulations of metallic systems.
In this sense, the development of first-principles molec-
ular dynamics without fictitious electronic dynamics has
been important.3568 Some review articles on the devel-
opment of first-principles molecular dynamics have ap-
peared recently.2:16:17
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Liquid alkali metals have been studied by first-
principles molecular dynamics. Hellmann-Feynman
molecular dynamics of Li (Ref. 3) and Na (Refs. 18, 6)
have been reported. In the present study we are report-
ing first-principles molecular-dynamics simulations of the
heavier alkali metals cesium and rubidium. We have di-
cussed structural and dynamical properties of Cs and Rb
and compared our results with experimental information
and other theoretical predictions. Cs (Refs. 19-25) and
Rb (Refs. 22, 24-38) have been the subject of experi-
mental and theoretical studies. Computer simulations
using classical molecular dynamics of Cs (Refs. 19, 20, 24,
25) and Rb (Refs. 25, 31-34, 36, 37) and first-principles
molecular dynamics of Rb (Ref. 38) have been reported.
The importance of carrying out first-principles molecu-
lar dynamics of liquid metals is well known. It is related
to the fact that pair pseudopotentials used in classical
simulations are thermodynamically dependent, reflecting
the correlations between ionic and electronic degrees of
freedom in these systems. This limitation of the classical
approach to model liquid metals emphasizes the impor-
tance of analyzing the behavior of these systems at lower
densities, closer to the critical point where some differ-
ences between theoretical and experimental results have
been observed. In order to discuss the performance of
first-principles methods to model situations where the ad-
equacy of the classical approach has been questioned, we
have selected several thermodynamic states of liquid Cs
and Rb including lower-density thermodynamic states,
much above the melting point.

II. THEORETICAL FRAMEWORK
AND COMPUTATIONAL DETAILS

A. Theoretical framework

In the density-functional formalism the electronic en-
ergy of the ground state of a system is written
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U(Ry,...,Rn) = min Z|R R,l /ZIR

where R; are the nuclear coordinates, Z; the nuclear
charge, and F' is a universal functional of the electron
density p. The minimization of this equation gives the
ground state energy of the corresponding many-electron
Schrédinger equation.39%% However, the exact F' is not
known and most interest in the formalism is due to the
success of the local-density approximation for this quan-

tity,
FUPA[p] = Tolp] + //

+ / p(x)exe(p(x))dor, @)

d3 d3l

where Tg[p] is the kinetic energy of the ground state of a
system of noninteracting electrons with electron density
p(r) and exc(p) is the exchange and correlation energy
per electron of a homogeneous electron gas with density

The practical application of the density-functional
formalism to molecular-dynamics simulations requires
a very efficient computational method to calculate
U(R4,...,R,) and its derivatives with respect to the
ionic positions. Once those are known we can use a stan-
dard algorithm to integrate the nuclear equations of mo-
tion,

M,R; = -V, U(Ry,...,R,). (3)
Currently, using first-principles molecular dynamics it is
possible to simulate for a few picoseconds systems with
~ 50 atoms in a workstation and ~ 500 atoms in powerful
parallel machines.

The time step of Car-Parrinello simulations (~ 0.1 fs)
is dictated by the fast fictitious electronic dynamics,
and is much smaller than the time step of classical
molecular-dynamics simulations (~ 5 fs). The iterative
methods?3:5¢ which avoid the deviations from the adi-
abatic conditions which occur in the Car-Parrinello ap-
proach allow the generation of the ionic dynamics using
the same time step as the classical molecular-dynamics
simulations, compensating for the additional computa-
tional load of minimizing explicitly the electronic energy
functional for each ionic configuration.?

B. Computational details

The energy was represented by the local-density
Khom-Sham energy functional [Egs. (1)—(3)] in the
plane-wave pseudopotential formalism. To represent
the core-valence electrons interactions we have used
a pseudopotential generated by the Trouiller-Martins
method.#! The availability of smooth pseudopotentials
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P(r)d r+Flpl o, (1)

is important to reduce the required size of the plane-
wave expansion.*17#3 The reference configurations were
the ground state calculated with semirelativistic correc-
tions and including partial core corrections.** The pseu-
dopotential has been transformed into a nonlocal form
using a procedure proposed by Kleinman and Bylander*®
with s nonlocality. Table I reports the results for some
solid state properties of Cs and Rb. For Cs the predicted
results using a pseudopotential including s and p com-
ponents with a core radii of, respectively, 4.4 and 4.98
a.u. give a good description of the solid state. For Rb we
used core radii of 4.1 and 4.4 a.u for, respectively, s and
p wave functions. As is illustrated in Table I, very good
agreement between theoretical and experimental results
is observed for the Rb solid phase. Since we are dealing
with alkali metal atoms, we tried a local pseudopotential
constructed from the s wave functions. Although this
speeds up the calculations, the predictions of solid state
properties with this simplified local pseudopotential are
not in good agreement with experiment. For the liquid-
state molecular-dynamics simulations we have used the
nonlocal pseudopotentials with s and p components, a
plane-wave cutoff energy of 4 Ry and 5 Ry for Cs and
Rb, respectively, and the single v point of the Brillouin
zone. The large Hamiltonian matrices are diagonalized
with an iterative scheme.6

The Hellmann-Feynman forces, derivatives with re-
spect to the ionic positions of the converged ground state
energy functional, have been used to generate the ionic
dynamics. The equation of motions have been integrated
using the Beeman algorithm*’ which allows a good en-
ergy conservation. The simulations have been carried out
with 54 atoms in a supercell. This number of particles
is small compared to classical molecular-dynamics sim-
ulations, limiting, for example, the range of the radial
distribution functions that can be studied to ~ 9 A, but
is typical of current first-principles molecular-dynamics
simulations. For cesium we have used a time step of
1000 atu which corresponds to 2.42 x 1071* s. We have
carried out a molecular-dynamics simulation of 300 time

TABLE I. Structural and cohesive properties of Cs and Rb
calculated for the bcc solid: lattice constant ap, bulk modulus
By, and cohesive energy per atom E.. We show that a local
pseudopotential does not describe correctly the solid phase.

Cs [Xel6s' [Xe]6s'6p° Experimental
ao (&) 5.43 6.18 6.05
Bo(GPa) 4.23 2.77 1.43
E. (eV/atom) 1.3 0.8 0.8
Rb [Kr|6s'  [Kr|6s'6p° Experimental
ao (R) 4.98 5.59 5.59
Bo (GPa) 5.46 3.56 1.43
E. (eV/atom) 1.37 0.84 0.85
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steps, the first 100 steps corresponding to equilibration.
For rubidium the time step was 500 atu and a total of
300 time steps have been performed, the first 100 steps
corresponding to equilibration. We have started from a
Maxwellian velocity distribution function which has been
rescaled roughly every five steps during the equilibra-
tion phase. Towards the end of the equilibration phase
the temperature corresponded to the desired value and
the effect of rescaling was small, showing that we were
close to equilibrium. After the equilibration phase we ob-
served excellent energy conservation in our microcanon-
ical ensemble simulation, showing that our time step is
sufficiently small for an accurate integration of the ionic
equations of motion. Details of the energy conservation
in our algorithm have been previously discussed.?

III. RESULTS AND DISCUSSION

The study of liquid metals at different thermodynamic
conditions is important to assess the adequacy of a par-
ticular approach to model these systems. It is known that
in the case of liquid metals the state dependence of the
interatomic forces makes difficult a conventional treat-
ment of these systems based on simple model potentials.
This problem is certainly more difficult to solve for ex-
panded liquid metals for which the liquid-gas transition
occurs almost simultaneously with the metal-nonmetal
transition. Table II reports the thermodynamic states of
liquid Cs and Rb simulated in this study.

A. Cesium

There is experimental evidence that along the liquid-
vapor coexistence curve of Cs,?%23 the mean interpar-
ticle distance remains almost constant whereas an im-

portant change in the numbers of nearest neighbors is
observed. Thus, from the melting point (temperature
T,, = 301 K, density d,, = 1.83 g cm~3) to the critical
point (T. = 1924 K, p. = 92.4 bars, d. = 0.38 gcm™3)
the positions of the first maximum and minimum of the
radial distribution functions, g(r), are ~ 5.5 A while
the mean coordination number Z, calculated by inte-
gration of g(r) up to the first minimum, varies from
~ 15 to ~ 4.23 These results reflect the formation of
clusters at lower densities.2?:23 This clustering process is
related to the liquid-gas and metal-nonmetal transition
mechanisms.?® Using the mean coordination numbers Z
for our three states, a fit to the function Z = ad+3 where
d is the density leads to a = 6.26 and 8 = 2.2. Thus,
at the Cs critical density we predict that Z. is 4.6. A
model calculation involving a fixed array of atoms, with
only the number of bonds changing,?® predicts that Z.
is 2.7. However, this value is a lower limit since it is
expected that local clustering, which is not included in
the simplified lattice model but occurs at lower densities,
should increase that value. We compare our results with
the experimental data for g(r) in Fig. 1 and in Table II
we report some characteristics of the Cs structure for the
different thermodynamic states. Distances of closest ap-
proach (R,) are in the 3.7-3.4 A range. The positions of
the first maximum are almost constant and about 5.2 A,
in good agreement with experimental data. The agree-
ment with experiment is also very good for the positions
of the first minima which are at about 7.4 A. The mean
coordination numbers decrease linearly with the density
which is also the experimental behavior. The only small
discrepancies between first-principles and experimental
results concern the height of the first maxima and the
short range behavior of g(r) at 973 K.

Recent studies on the dynamics of liquid Cs have been
reported.’® 72224 From the mean square displacement,
presented in Fig. 2, we have calculated the diffusion co-

TABLE II. For three thermodynamic states of liquid Cs and Rb characterized by their tempera-
tures T" and density d, we show the pressure p, the distance of closest approach R., maximum Rmax,
and minimum R, of the radial distribution function g(r), coordination number Z, and diffusion

coefficient D.

Cs Rb
T(K) 350 573 973 350 600 1200
d (gcm™?) 1.832 1.68 1.45 1.46 1.366 1.105
p (GPa) 0.2(6) 0.0(1) -0.0(6) -0.1(8) -0.0(4) 0.1(7)
R. () 3.7 3.5 3.4 3.5 3.2 1.7
Riax (A) 5.2 5.3 5.2 4.8 4.7 5.2
9(Rmax) 2.4 2.15 1.7 2.5 1.9 1.3
Ruin (R) 7.4 7.3 7.4 6.8 6.8 6.9
9(Rumin) 0.5 0.7 0.8 0.5 0.6 0.8
z 13.7 12.7 11.3 13.3 12.6 10.7
D (107° cm?®s™1) 2.3 5.2 12.9 2.2 6.5 15.9
(2.35)* (2.6)° (14.7)¢
(1.92)¢ (3.8)°

“Experimental value at 308 K (Ref. 21).

P Classical molecular-dynamics prediction at 332 K (Ref. 34).
“Molecular-dynamics result at 609.6 K (Ref. 37).
dTheoretical value at 308 K (Ref. 24).

°Molecular-dynamics result at 315.5 K (Ref. 37).
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FIG. 1. Radial distribution functions g(r) for liquid Cs.
Solid lines are the first-principles molecular-dynamics results;
dashed lines are experimental results from Ref. 22. The result
at 350 K is compared with experiment at 323 K.
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efficients reported in Table II. A least-squares fit to the
Arrhenius form
D(T) = Do exp(—E,/kT)

leads to Doy = 18.71 x 107 cm?2s ! and E, = 0.0631 eV.
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FIG. 2. The mean square displacement (msd) of liquid ce-
sium as a function of time is shown for three different tem-
peratures.

From the Arrhenius law the predicted value for 308 K is
1.7 x 10~% cm?s~! which can be compared with a recent

theoretical prediction from the mean square displacement
(1.974 x 107 cm?s71).24

B. Rubidium

The structure of liquid rubidium is presented in Fig.
3 and some data on the structure are reported in Table
II. The pronounced dependence of the closest approach
distance on the temperature reflects the softness of the
Rb core. Although the important reduction of the dis-
tance of closest approach is at 1200 K, the positions of
the first maxima and minima are almost constant from
350 to 1200 K. The positions of the maxima (which are
related to average interparticle distances) are in the ~ 4.8
to ~ 5.2 A range, in good agreement with recent exper-
imental data.2? The behavior of the mean coordination
number Z is very similar to that one observed in liquid
Cs, decreasing linearly with decreasing density. Using
the mean coordination number Z for our three states, a
fit to the function Z = a x d + 3 where d is the density
leads to a = 7.3 and B8 = 2.66. Thus, at the critical den-
sity of Rb (0.29 gcm™3) our extrapolation predicts that
Z. is 4.7.

We observe that for structural properties of liquid Rb
the agreement between theoretical studies using effective
pseudopotentials and experimental Rb is dependent on
the thermodynamic states. Thus, comparison between
the structure factor predicted by classical molecular-

3.0 T - T T T T T
350 K 600 K 1200 K
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20 L L
£ k ,
o
1.0 | - rJA—
0'0 1 1 1 i 1 1 1
30 50 7.0 3.0 5.0 7.0 20 40 6.0 8.0
R (A)

FIG. 3. The calculated radial distribution functions g(r)
for liquid Rb is shown for three thermodynamic states.
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dynamics simulations shows that close to the melting
point, computer simulation results are in good agree-
ment with experimental data. However, for Rb at 609.6
K and for a density of 1.366 gcm™3 some significant dif-
ferences occur.3” Similarly, the static structure factors
of expanded liquid Rb predicted by the optimized ran-
dom phase approximation, using the Price pseudopoten-
tial and experiment, also showed some significant differ-
ences for temperatures above 1200 K, although the agree-
ment at lower temperatures is good.3?

Figure 4 presents the mean square displacement for
liquid rubidium. From these curves the diffusion coeffi-
cients have been calculated and are reported in Table
II. Our value at 350 K (2.2x107° cm?s™!) compares
well with theoretical and experimental values at tem-
peratures close to the melting point.2® The experimental
value at 318 K is 2.6 x 1075 cm?s~! and the classical
molecular-dynamics prediction is 2.4 x 1075 cm?s~1.25
An Arrhenius-type description of self-diffusion in liquid
Rb has been questioned.3” It has been suggested that
the self-diffusion constants fit a 7" law with n = 1.65
along most of the saturated vapor pressure curve.3” From
our results a least-squares fit to a Arrhenius-type law
gives Dy = 39.0 x 107% cm?s~! and E, = 0.0892 eV.
Recently, an Arrhenius-type law has been proposed to
describe the dynamics of liquid Na.® There are some im-
portant differences between theoretical predictions of the
diffusion coefficients for Rb which seem to be related to
differences in the pair potentials used in the simulations.
Thus, molecular-dynamics simulations by Tanaka3? us-
ing an effective pair potential with parameters proposed
by Cowley and screening parameters of Singwi predicted
a diffusion coefficient much higher than that predicted by
Rahman using the Price potential. The values of D from
these studies are reported in Table II and they illustrate
that the description of the dynamical properties of liquid
Rb using classical molecular dynamics is very sensitive
to the pair pseudopotentials.
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FIG. 4. The mean square displacement (msd) of liquid Rb
as a function of time is shown for three temperatures

IV. CONCLUSIONS

We performed first-principles molecular-dynamics sim-
ulations of Cs and Rb for several thermodynamic states
in the liquid phase. We have verified that a local pseu-
dopotential does not predict the solid state properties
correctly and all the simulations in the liquid phase have
been carried with nonlocal pseudopotentials.

Our results for the structure and dynamics are in good
agreement with experimental predictions. Some relevant
features, such as the behavior of the mean coordination
number as a function of the density, have been correctly
reproduced, suggesting that the present approach is im-
portant and adequate to model expanded liquid metals.
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