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We present a theoretical and experimental study of recombination processes in quantum wells. Our
model calculations, which include free-excitonic, free-carrier, and defect-mediated nonradiative recom-
bination, describe the dependence of the photoluminescence intensity on excitation density under
steady-state conditions and on time under transient conditions. For the former conditions, it is not, in
principle, possible to distinguish between excitonic and free-carrier contributions to the photolumines-
cence intensity. However, an accurate determination of the relative weight of nonradiative and radiative
contributions can be made. For transient conditions, on the other hand, excitonic contributions may be
identified, while the discrimination between radiative and nonradiative contributions is—though
possible—possessed with ambiguities. We finally apply our model to a set of experimental data, taken at
300 K from a single Ing Gag9As/Alj 13Gag67As quantum well under both steady-state and transient
conditions. The results of this analysis demonstrate the consistency of our model and its potential for
the quantitative understanding of the recombination dynamics in quantum wells.

I. INTRODUCTION

Recombination processes in semiconductors have been
the subject of worldwide theoretical and experimental
research for several decades.! From the very beginning,
these efforts have been vitally motivated by the impor-
tance of a quantitative understanding of recombination
processes for the design of optoelectric devices, such as
lasers and photodetectors. However, this understanding
is, at present, far from complete, particularly so in the
case of quantum wells, for which the nature of the dom-
inant recombination channels at certain experimental
conditions is still highly controversial.? The main reason
for this unsatisfactory situation is the great variety of
recombination channels which make a general theoretical
description difficult, and an unambiguous interpretation
of experiments almost impossible.®> Even if we restrict
ourselves to the case of relatively low excitation densities,
where Auger recombination may be neglected, and com-
paratively high temperature, where impurity and bound-
exciton recombination become unimportant,* there still
remain two recombination channels in addition to free-
carrier recombination which seem to be important in the
case of quantum wells. First, it has been argued that, in
contrast to bulk crystals, free-excitonic recombination
contributes to the emission of quantum wells (QW’s) even
at room temperature (RT) because of their enhanced
binding energy with respect to the bulk.’ In fact, this
presumption is convincingly illustrated by the appearance
of distinct excitonic peaks in photoluminescence (PL)
spectra recorded at 300 K,% and by the coincidence of
these peaks with exciton resonances in absorption-related
spectra.” Second, it has been suggested that nonradiative
interface recombination becomes the dominant recom-
bination channel in quantum wells because of the close
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vicinity of interfaces corresponding to an effective high
density of recombination centers.? In fact, the
overwhelming majority of values for the RT nonradiative
lifetimes reported in the literature are on the order of
nanoseconds, and thus orders of magnitude shorter than
small-signal radiative lifetimes for undoped quantum
wells.®

It is clear from the above that a comprehensive model
for recombination processes in QW’s has, in general, to
treat free-carrier, free-exciton, and nonradiative recom-
bination on equal footing. Such a model, however, has
not yet been developed to our knowledge. It is the pur-
pose of the present paper to fill this gap. The most com-
plete models of recombination processes in quantum
wells to date have been developed independently by
Pickin and David? and by Ridley.’ Both these models
are, at first, identical, in that they are based on the stan-
dard coupled rate-equation approach for describing the
recombination dynamics under transient conditions (PL
decay).! The two approaches, however, differ in their sim-
plifying assumptions. Pickin and David conclude, on the
basis of order-of-magnitude estimations, that the PL de-
cay is governed by interface recombination, whereas exci-
tons may be safely neglected at RT. In contrast, Ridley
emphasizes the importance of excitonic recombination
even at RT, but neglects defect-mediated nonradiative
recombination on the basis of an optimistic estimation of
the present material quality.

Here we follow the same basic approach as our prede-
cessors but do not, at any stage, neglect excitonic or non-
radiative recombination. We solve the basic rate equa-
tions for steady-state and transient conditions and calcu-
late the corresponding PL intensity as a function of exci-
tation density and of time, respectively. We discuss the
influence of excitonic contributions, doping, and trap
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density on the photoluminescence intensity with particu-
lar emphasis on situations of practical relevance. Condi-
tions to be fulfilled for a reliable interpretation of experi-
mental data are pointed out. The analysis of a particular
set of experiments demonstrates the ability of our model
for the unique determination of the small-signal radiative
and nonradiative lifetimes.

II. THEORY

A. Basic rate equations

We begin our analysis with the recapitulation of the
basic rate equations describing the carrier dynamics in a
quantum well. As indicated above, we restrict ourselves
to the case of temperatures high enough for radiative
recombination involving localized excitons and impuri-
ties to be neglected, and of carrier densities low enough
such that Auger recombination is not important. For
GaAs-based quantum wells, these assumptions are valid
for temperatures above 30 K and carrier densities below
10!* cm ™2 Furthermore, exciton screening (which will
be important for carrier densities above about 2X10!!
cm ™ ?2) is only considered qualitatively because its explicit
treatment makes the model mathematically rather
difficult to handle. Finally, we concentrate on single
quantum wells (SQW’s) for which we can safely neglect
nonuniform excitation conditions and photon recycling.
In general, both of these phenomena must be considered
for multiple quantum wells.>°

Given these considerations, we can now formulate the
equations describing the carrier dynamics in a SQW upon
carrier injection with the rate G as

dn

—d—;—G b,(np —nopy)—b,nn—f.np+d.n, , (1)
B —G—b,(np—nopo)=byndp—frp+don, @
dn,

=_Yx(nx_nx0)+fxnp—~dxnx ’ (3)
dt

where n, p, and n, are the electron, hole, and exciton
densities, ny, py and n,, are their respective equilibrium
values, b, is the radiative band-to-band recombination
coefficient, ¥, is the radiative decay rate of excitons, b,
and b, are the nonradiative recombination coefficients for
electron and holes,'” n,* and n? are the densities of emp-
ty and filled recombination centers, and d, and f, are the
rate coefficients for the dissociation and formation of ex-
citons. The latter terms are particularly important at
higher temperatures, where the population of optical
phonons becomes significant.

In order to simplify the coupled rate-equation system
(1)-(3), we presume, as is commonly done, that both elec-
tron and hole capture by the recombination centers'! and
the dissociation and formation of excitons?® establish (in-
dependent) quasiequilibria between the respective particle
populations. Detailed balance then implies (i) b,n, n
szn,op and (ii) f,np =d,n,. These relations are, strict-
ly speaking, only valid for higher temperatures, for which
the participating processes are rapid compared to radia-
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tive recombination. For low temperature these approxi-
mations are bound to fail, but the corresponding terms
are then small enough to be neglected altogether, which
decouples the rate-equation system (1)—(3). The first of
the detailed balance conditions allows the elimination of
Eq. (2). The substitution of the second condition into the
sum of Egs. (1) and (3) eliminates »,. Finally, we consid-
er p-type background doping for which np—ngyp,
=An(p,+An) with the photogenerated excess carrier
density An. (In the following, we will refer to recombina-
tion processes which originate from the terms linear and
quadratic in An as monomolecular and bimolecular, re-
spectively.) The resulting equation can be written as

—d—[An(l—i-a' pot+o,An)]=G—BAn(p,+N,+An),
dt x¥0 x

4)

where we have introduced the exciton cross section
o,=f,/d,, the effective radiative recombination
coefficient B=>b,+b, including the contributions of free
carriers and excitons (b, = ), and the effective densi-
ty of recombination centers 16 (bnr /B)N, Vi i.e., the total
density of recombination centers N,=n," +n? weighed
with the ratio of the nonradiative and radiative recom-
bination coefficients. Equation (4), which forms the basis
of our model, includes the models of Pickin and David?
and of Ridley,’ and reduces to them in the limit of o,—0
andﬁ —0, respectively.

Prior to the discussion of Eq. (4) for both steady-state
and transient conditions in the following paragraphs, we
comment on two of the quantities defined above, namely
(i) the nonradiative lifetime (b, N,) ! and (ii) the exciton
cross section o ,.

(i) The above considered quasiequilibrium between
empty and filled recombination centers leads to the famil-
iar Shockley-Read-Hall (SRH) expression for the nonra-
diative rate.!"!> The common definition of a single nonra-
diative lifetime independent of carrier density is thus an
approximation whose validity is not clear a priori, as the
values of b, and b, for a specific recombination center re-
sponsible for the nonradiative process are, in general, un-
known. It is, however, often realistic to assume that the
capture coefficient for minority carriers is much larger
than that for majority carriers, and, consequently, that
center saturation and thus the linear regime is already es-
tablished at modest excitation levels.!! For the sake of
simplicity, we therefore follow the common practice and
write the nonradiative term as b, N,An with an
unspecified constant nonradiative recombination
coefficient b,,.

(ii) The exciton cross section o, introduced in Eq. (4)
is, at thermal equilibrium, equal to n,y/nyp, and is thus
readily obtained from exciton and free-carrier statistics!
as

n E_/kT _
Nz eEx/ Tfo Vne_"d”fl s (5)

cv

o,=

with the reduced density of states N,, =ukT /mw#%, where
u is the reduced mass of the exciton, and n=E /kT with
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the exciton’s kinetic energy E. The upper limit of in-
tegration E, /kT takes care of the fact that the number of
excitons is not conserved, i.e., excitons with Kinetic ener-
gy exceeding their binding energy are likely to be dissoci-
ated into free carriers."!* This condition guarantees
o,—0 for E, /kT—0. Furthermore, we see that o,
monotonically increases with the exciton binding energy
E,,i.e., o, can be understood as the cross section for the
scattering of free carriers into the exciton state. Alterna-
tively, we may also conclude that o, phenomenologically
describes the effect of inelastic optical-phonon scattering
on the exciton lifetime. As will be shown in Sec. II C, the
low-temperature exciton lifetime (y,)~! is modified at
higher temperatures and eventually approaches
(¥,0.P0)” . This high-temperature lifetime increases
roughly exponentially with kT, in contrast to the linear
dependence at low temperatures caused by quasielastic
scattering with acoustic phonons.

B. Steady-state solution

For steady-state conditions, Eq. (4) is equal to zero,
and the generation term G is constant. The PL intensity
(defined as the sum of the monomolecular and bimolecu-
lar terms) as a function of the generation rate is then
given by

G* an G
I =— |14+ |1+
pL(G) 1+‘rn,/7',[ T, | G*
G 172
- 1+2G* J , (6)

with the constant G*=(2B72)" !, where we have defined
the effective lifetime ras 1/7=1/7,+1/7,,=B(p, +ﬁy ).
For G<<G*, Eq. (6) reduces to Ip; ~7G, where
n=(14+7,/7,,)" ! is the small-signal quantum efficiency.
In this regime, the PL intensity is limited by the competi-
tion between the monomolecular radiative and nonradia-
tive process. In the case of G >>G* we obtain Ip; ~G;
i.e., in the large-signal (bimolecular) regime we ultimately
approach the intrinsic limit. In both cases, however, the
PL intensity depends linearly on G. A deviation from
linearity is only expected in the transition regime between
these two extremes, and is caused by the simultaneous oc-
currence of bimolecular radiative and nonradiative
recombinations of comparable magnitude. The takeover
of the bimolecular term (V' GB ) with respect to the com-
bined monomolecular radiative and the nonradiative
terms (1/7) is characterized by the condition G /G* =1.
We emphasize that a correct interpretation of experimen-
tal data using Eq. (6) requires direct excitation of the
QW. If the QW is excited indirectly (i.e., by carrier cap-
ture from the directly excited barrier material), G
represents the carrier capture term which itself exhibits a
complex dependence on the actual generation rate.

An equation formally identical to Eq. (6) has been de-
rived previously by Bottcher et al.'* However, these au-
thors erroneously interpreted the radiative lifetime 7, as
originating solely from excitons. In fact 7,, while includ-
ing the excitonic contribution, principally stems from the
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monomolecular term of free-carrier recombination.
More recently, Ding et al.!> analyzed their experimental
PL intensity data on the basis of a model similar to ours,
neglecting, however, the monomolecular term which is
equivalent to setting 7. /7, =0 in Eq. (6).

Since experimental values for the band-to-band recom-
bination coefficient are highly controversial,'® and do not
exist for the excitonic recombination coefficient, we
derive values for b, and b, theoretically (see Sec. II C).
The free parameters remaining in our model are the dark
hole density p, and the nonradiative lifetime 7. For a
close connection with experiments, in the following dis-
cussion we use the laser intensity rather than the genera-
tion rate, which are related by G =p¢, where p is the ab-
sorption probability per layer!” and ¢ is the photon flux
given by the laser intensity per photon energy.

Figure 1 shows selected examples of the steady-state
PL intensity as a function of the laser intensity calculated
for a fixed nonradiative lifetime of 10 ns for various
values of the small-signal radiative lifetime. The upper
dashed line represents the intrinsic limit Ip; =G. As we
see, a longer small-signal radiative lifetime (equivalent to
a decreasing background doping level) leads to an in-
creasingly pronounced superlinear behavior for inter-
mediate and small laser intensities. Ultimately, a purely
quadratic dependence on laser intensity is obtained, cor-
responding to the experimental data of Ding et al.'®
For high laser intensities, all curves ultimately approach
the intrinsic limit and thus follow its linear dependence
on laser intensity. This transition occurs, naturally, at
smaller laser intensities for smaller nonradiative contribu-
tions. The curves also evidence the importance of a large
dynamic range in actual measurements, i.e., the PL inten-
sity should be recorded over several decades of laser in-
tensity. The dynamic range of three decades used for the
simulations depicted in Fig. 1 is experimentally realistic
and usually sufficient for the identification of the partici-
pating recombination channels.
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FIG. 1. Steady-state PL intensity as a function of laser inten-
sity for a constant nonradiative lifetime of 10 ns and various
values for the radiative lifetime as denoted in the figure. The
dashed uppermost line represents the intrinsic limit Ip; =G.
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We stress that, experimentally, the absolute value of
the PL intensity is very difficult to determine. Experi-
mental PL intensity data which are largely parallel to
each other are, consequently, hardly distinguishable. To
evaluate the potential precision of such measurements in
determining the radiative and nonradiative lifetimes, we
examine the laser-intensity dependence of the PL intensi-
ty upon changes of the radiative and nonradiative life-
times within a factor of 2. For doing so, it is advanta-
geous to plot the derivative of the PL intensity with
respect to laser intensity (the PL efficiency profile), as
shown in Fig. 2 for two sets of neighboring values for the
radiative and nonradiative lifetimes. Each of the profiles
of a given set can indeed be distinguished from the other.
Least-squares fits to these simulated profiles gave radia-
tive and nonradiative lifetimes essentially identical to the
input parameters of the simulations. However, some of
the profiles are actually almost parallel to each other (see,
for example, the two profiles with a radiative lifetime of 1
us), and the inevitable noise of actual experimental data
may wash out the subtle differences present in the
theoretical curves. We thus regard a precision within a
factor of 2 as a realistic estimate for the precision obtain-
able in experimental situations.

C. Transient solution

Next we consider the transient solution of Eq. (4). In
this case, G can be approximated by a 8 function, and the
decay of the excess carrier density An after excitation is
determined by

An+p,+N,
Ano+p0+ﬁ,

y

n =Ange /7, (7)

where An, is the excess carrier density at t =0. The ex-
ponent y is given by
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FIG. 2. Derivative of the steady-state PL intensity with
respect to laser intensity for two sets of neighboring values for
the radiative and nonradiative lifetimes (7,,7,,) in ns as denoted
in the figure.
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o (pot2N)—1

S 8
1+o,po ®

and may lie, mathematically, within the range
—1=<y < . For physically realistic parameters, y will
range between —1 and 2. The effective decay time 7 is
given by
F  ltopo

Note that 7 differs from the effective lifetime 7 for
steady-state conditions due to the excitonic correction
OxPo-

Equation (7) is an implicit equation in An(z) which
cannot, for general values of y, be solved in closed analyt-
ical form. It is even difficult to find sensible approxima-
tions which are valid for arbitrary y, particularly so for
the large-signal limit. In this respect, it is quite instruc-
tive to examine Eq. (7) with respect to special values of y,
and to discuss the temporal behavior of these special
solutions.

We first consider the case y = — 1 which is obtained for
o, =0 corresponding to pure free-carrier recombination
(including radiative and nonradiative contributions). We
can then solve Eq. (7) analytically and calculate the PL
intensity as a function of time as

Ano Ano

(1+a)e ™"+ ae H/T
Tpp(8)=—2 Tor (10)
PL [1+a(l—e /")) ’

where we defined the dimensionless effective injection lev-
el a=Any/(py+N,). For the large-signal case (a>>1)
we can approximate the initial decay (¢ <<7) as

b,An}

Ip(t)=——2— (11)
FL (1+b,Ant)>

which represents the well-known hyperbolic decay for
pure bimolecular recombination.'® For the small-signal
case (ax<<1), on the other hand, we obtain the single-
exponential decay characteristic for monomolecular
recombination:

Ip (8)=b,poAnge /" . (12)

The PL decay in the small-signal regime is thus governed
by the effective lifetime 7, which reflects the competition
between the monomolecular radiative and nonradiative
channels. Note that the distinction between radiative
and nonradiative contributions to the effective lifetime is,
without further independent information, not free of am-
biguities. In this respect, the analysis of the steady-state
PL intensity, as outlined in Sec. II B, provides a valuable
aid for the correct interpretation of transient measure-
ments.

Next we consider the case o,p,— o, which leads to
y =1 representing pure excitonic recombination (neglect-
ing nonradiative contributions). We find that the PL in-
tensity can be written, regardless the excitation level, as

IPL(t)=ben0(p0+An0)e_y"t . (13)
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Pure excitonic recombination is, in fact, the only case
where a single-exponential decay is predicted for any ex-
citation level, as stated previously by Ridley.’

An examination of Egs. (11) and (13) indicates that the
relative magnitudes of the radiative recombination
coefficients for free carriers and excitons may strongly
affect the decay behavior. For realistic simulations of the
PL decay as well as for a reliable interpretation of experi-
mental data, we thus need explicit values for both recom-
bination coefficients. The band-to-band recombination
coefficient b, for a QW is readily obtained from standard
perturbative treatments of spontaneous emission process-
es.!® For determining the exciton recombination
coefficient b, we employ the formalism developed by An-
dreani, Tassone, and Bassani?’ and more recently by Cit-
rin,?! which properly takes into account that only exci-
tons with a kinetic energy lower than E, (below the
crossing with the photon line) are allowed to undergo ra-
diative decay. We note that the resulting expression for
the radiative decay rate of the exciton is different from
that used by Ridley and Bishop>® which was shown by
Citrin?! to be valid only for very low temperatures ( <1
K) and otherwise to significantly overestimate the decay
rate.

As a numerical example, we obtain b,=7.2X10"*
cm?/s and b, =4.8X107* cm?/s at 300 K for a 5-nm-
thick GaAs QW (Ref. 22) with an exciton binding energy
of E,=12 meV. As we see, band-to-band and exciton
recombination coefficients are predicted to be of the same
order of magnitude even at 300 K. Because these
coefficients are a measure of the PL intensity, the obser-
vation of excitonic peaks in RT-PL spectra of narrow
QW’s becomes quite plausible.

Figure 3 shows the simulated PL decays at 77 K calcu-
lated by means of Eq. (7) for a nonradiative contribution
with 7,,=20 ns. We compare the decay which arises
when excitons are neglected (0,=0, b,=0, and

PL INTENSITY (arb. units)

0 10 20 30 40 50
TIME (ns)

FIG. 3. Transient PL intensity at 77 K for a nonradiative
contribution of 7,,=20 ns. The decay of free carriers alone (FC)
is compared to that of free carriers and excitons together
(FC+X).

,=2.84X 1073 cm?/s) to that when they are properly
taken into account (0, =6.3X107!! cm? b, =1X10"!
cm?/s, and b, as above), assuming a background hole
density of p,=5X10% cm ™2 and an initial excess carrier
density of Any=5X10"" cm ™2 It is clear that the in-
clusion of excitons at 77 K is crucial, as their presence
substantially modifies the decay behavior. In particular,
the initial decay in fact becomes exponential if excitons
are included, whereas the pure free-carrier decay follows
the expected hyperbolic behavior. We note, however,
that the initial excess carrier concentration assumed for
the calculation is already in a regime where exciton
screening is important. Taking exciton screening into ac-
count, we expect the actual decay to be close to the lower
envelope of the two decay curves. The behavior of the
two decay curves at long times is practically identical be-
cause of the presence of the nonradiative channel which
completely dominates the small-signal regime.

Figure 4 shows the simulated PL decays at 300 K cal-
culated by means of Eq. (7), again for a nonradiative con-
tribution with 7,, =20 ns. As above, we compare the de-
cay for the pure free-carrier case (o, =0, b, =0, and
b,=7.2X10"* cm?/s) to that when excitons are included
(0,=1.1X10""2 cm?, b,=4.8X107* cm?/s, and b, as
above) for the same values for p, and Ang as before. Al-
though the complete (free carrier and excitonic) decay is
still distinguishable from that of free carriers alone, the
differences are quite subtle. Taking into account the fact
that exciton screening will bring the complete decay even
closer to that of free carriers alone, we are thus led to the
conclusion that the RT-PL decay of intentionally un-
doped GaAs QW’s, i.e., with typical doping levels of
10%. . .10° cm 2, is only insignificantly influenced by exci-
tonic recombination. However, for lightly doped GaAs
QW’s [py~(3...6)X10° cm™2, i.e., well below the oc-
currence of complete exciton screening] the quantity
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FIG. 4. Transient PL intensity at 300 K for a nonradiative
contribution of 7,,=20 ns. The decay of free carriers alone (FC)
is compared to that of free carriers and excitons together
(FC+X).
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0 .Do becomes comparable to that obtained above at 77 K
even at RT, and excitonic effects consequently must not
be neglected. The argument of Pickin and David? that, at
RT, one may neglect excitons at any carrier density
which permits them to exist, is thus not correct in gen-
eral. Furthermore, in material systems such as wide-gap
II-VI compounds, which are characterized by a
significantly larger (4X) exciton binding energy than
III-V compounds, the RT PL is certainly affected and
may even be dominated by the radiative decay of exci-
tons.

Finally, it is seen from Figs. 3 and 4 that, similar to the
case of steady-state excitation, a large dynamic range is
essential for an unambiguous interpretation of an experi-
mental PL decay. However, the commonly achievable
dynamic range of three or, at most, four orders of magni-
tude in a single measurement is in general not sufficient
for deducing the correct shape of the PL decay (see, e.g.,
Fig. 3). The combination of measurements with decreas-
ing initial excitation level and increasing detection sensi-
tivity may thus be necessary to reveal, for example, devia-
tions from an apparently single-exponential decay.

III. EXPERIMENT

In this section, we analyze steady-state and transient
PL data obtained on a single In, ;Gay gAs/Alj 33Gag 67AS
QW by means of the model developed in Sec. II. The
sample under consideration was grown by solid-source
molecular-beam epitaxy (MBE) on an exactly (311) A4-
oriented ( <0.05° off) Si-doped GaAs substrate and using
an As cracker cell providing As, dimers as the As source.
The layer sequence consists of 200 nm of GaAs, a 100-
period GaAs/AlAs superlattice buffer with an individual
layer thickness of 4 nm, and a nominally 5-nm-thick
Iny ;Gag 9As QW clad by 300-nm-thick Alj ;3Gag 67AS
barrier layers. The whole structure is intentionally un-
doped.

Photoluminescence and photoluminescence excitation
spectra taken at 4 K attest to the high optical quality of
this sample, as demonstrated (i) by the narrow linewidth
of the heavy-hole exciton resonance of 2.5 meV, which is
among the best values ever reported for
In,Ga,_,As/Al,Ga,_,As QW’s (y >0),” and (ii) by the
appearance of the exciton continuum edge in the excita-
tion spectrum. The latter observation allows us directly
to deduce the exciton binding energy of the present sam-
ple, which was thus measured to be 12 meV. PL spectra
taken at RT exhibit clear excitonic resonances at the
spectral position of the heavy and light-hole exciton
states, similar to the above-mentioned reports.6

A. Steady-state conditions

Steady-state PL measurements are performed at 300 K
using an Ar*-ion laser-pumped Ti-sapphire laser set to a
wavelength of 768 nm as the excitation source. The laser
power is adjusted by means of neutral density filters and
carefully measured with a Newport 835 high-precision di-
gital powermeter. The 1/e? diameter of the laser spot fo-
cused onto the sample surface is determined by a pinhole
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moved through the beam. Finally, the laser intensity on
the sample is calculated assuming Gaussian optics, in-
cluding corrections for reflection losses. The emitted
light is dispersed by a 0.75-m monochromator and detect-
ed by a GaAs photomultiplier connected to a lock-in
amplifier. The PL intensity was obtained by numerical
integration over the whole PL spectrum.

In Figs. 5(a) and 5(b), we show the experimental data
and their best fit [Eq. (6)] of the PL intensity as a function
of laser intensity (a) and the corresponding PL efficiency
profile (b) for the sample under consideration. For the
original data (a) the size of the data points is adjusted to
represent the actual experimental uncertainty. The fit of
Eq. (6) to these data is superb. Close examination reveals
that the data do not follow a straight line, but exhibit a
behavior similar to that of the simulated curve for
7,=100 ns in Fig. 1, namely a linear dependence for
small and large laser intensities joined by a slightly super-
linear region at intermediate intensities. This behavior is
more evident in Fig. 5(b), where, indeed, the derivative of
the PL intensity is seen to be constant for small and high
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FIG. 5. Steady-state PL intensity as a function of laser inten-
sity (a) and its derivative (b) of the sample under investigation.
The filled squares represent the experimental data, while the
lines show the best fit to them.
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laser intensities. The scatter of the experimental data
with respect to the fit in this figure is naturally larger
than that of the original data due to the differentiation.
Nevertheless, the values for the radiative lifetime 7, and
the nonradiative lifetimes 7, are essentially identical for
both fits. We obtain 7, =(80%24) ns and 7,,=(1913) ns.
(The error bars represent the statistical confidence levels
for the fit to the original data.) This surprisingly short
radiative lifetime corresponds to a background hole den-
sity of po=10'"" cm ™2, rather high for an intentionally
undoped quantum well grown by MBE. For comparison,
the minimum (maximum) laser intensity of 1.2 W/cm?
(660 W/cm?) creates an excess carrier density of 7.4 X 10°
cm ™2 (1.3X 10" cm™2) as determined by the steady-state
solution for An of Eq. (4). (Note that the carrier density
is proportional to the square root of the laser intensity for
large-signal excitation.) The previously defined constant
G* [Eq. (6)] obtained from the fit corresponds to a laser
intensity of 40 W/cm? and a carrier density of 2X 10'°
cm ™2, above which the radiative recombination dom-
inates over the nonradiative one. We stress that the accu-
racy of all these values, particularly for the radiative and
nonradiative lifetimes, depends on the numerical values
assumed for the radiative recombination coefficient B and
the absorption probability per layer p. As we will see in
Sec. III C, our estimate of these two quantities seems to
be quite accurate, as the actual lifetimes directly mea-
sured under transient conditions are in excellent agree-
ment with the above-derived values.

B. Transient conditions

Transient PL measurements are performed at 300 K
using a dye laser as the excitation source, which is syn-
chronously pumed by a mode-locked N, laser with a re-
petition rate of 10 Hz. The pulse width is <1 ns at an
excitation wavelength of 644 nm. The PL decay is mea-
sured for a range of incident fluences, adjusted by neutral
density filters, up to the maximum available fluence of 80
uJecm ™2, The emitted light is detected by a synchroscan
streak camera following a 25-cm spectrometer.

Figure 6 presents examples for the PL decay of the
sample under investigation after pulsed excitation with a
fluence of 80 uJ cm ™2 The solid line represents the fit of
Eq. (7) to the experimental data. Excitonic effects are in-
cluded using the values for o, and b, given in Sec. III A.
Such complete fits are slightly, but not substantially,
better than those obtained if excitons are neglected. In
any case, the fits give unique values for the radiative and
nonradiative lifetimes which do not depend on the injec-
tion level. The average over all measurements yields
7,=(91+40) ns and 7, =(17.5+7) ns. These values are
in very satisfactory agreement with those derived from
the steady-state measurements presented above, which
demonstrates the consistency of our model. Further-
more, we obtain the actual initial carrier densities for
each of the measurements whose ratio is in good agree-
ment with the one expected from the experimental condi-
tions. For the maximum fluence, we obtain
Any=1X10!" cm~2, which is still below the onset of ex-
citon screening.?*
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FIG. 6. Transient PL intensity of the sample under investiga-
tion after pulsed excitation with a fluence of 80 uJcm 2. The
filled circles represent experimental data, while the lines show
the best fit to them.

The values derived for the radiative and nonradiative
lifetimes for the present sample are quite remarkable
indeed. Evidently, the radiative lifetime is rather short,
and suggests a background doping 1-2 orders of magni-
tude higher than typical values for MBE-grown material.
Furthermore, the nonradiative lifetime is extraordinarily
long in comparison to literature values. Recent measure-
ments of the nonradiative lifetime in (100)-oriented
Iny ;Gaj gAs/Aly ,Gag gAs multiple quantum wells gave
values around 500 ps.”® The reason for these interesting
features of our sample has not yet been clarified beyond
doubt, but it seems very likely to originate from the
specific bonding configuration of the (311) 4 surface. In
fact, the single dangling bonds present on the (311) 4 sur-
face are believed to substantially reduce the incorpora-
tion of deep-level impurities,?® particularly oxygen.?” Ox-
ygen tends to accumulate at the inverted interface of
QW’s with Al Ga,_,As barriers, and is the most likely
candidate for the dominating nonradiative defect in such
structures.?’” In any case, a lower density of interface
recombination centers would, of course, reduce the non-
radiative recombination rate, and, additionally, result in
a lower degree of compensation of shallow acceptors (for
which the deep-level impurities act as traps) and thus a
higher background hole density.” A detailed account of
these material aspects will be published in a forthcoming

paper.
IV. SUMMARY AND CONCLUSIONS

The model developed in this work describes the recom-
bination dynamics in quantum wells under both steady-
state and transient conditions, considering the coex-
istence of excitons, free carriers, and nonradiative recom-
bination centers. We have derived explicit expressions
for the photoluminescence intensity as a function of gen-
eration rate and of time, and, in each case, have discussed
the influence of the various recombination channels on
the respective behavior of the PL intensity. For steady-
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state conditions, excitons and free carriers cannot be dis-
tinguished from each other. For transient conditions, ex-
citons may be neglected only for the special case of un-
doped GaAs-based QW’s at RT, while their inclusion be-
comes important in lightly doped material, for lower tem-
perature (~77 K), and for materials with a substantially
larger (4X) exciton binding energy such as, e.g., II-VI
compounds. Nonradiative recombination substantially
modifies the recombination dynamics under both steady-
state and transient conditions and must not, therefore, be
neglected a priori. Despite the simplicity of our model,
the predicted dependences of the PL intensity on genera-
tion rate and time are, in general, complex, and are not as
straightforwardly interpretable as previously believed.
For a reliable identification of the participating recom-
bination channels it is of great advantage to perform
measurements under both steady-state and transient con-
ditions over the largest dynamic range technically feasi-
ble. For a practical demonstration, we fitted the theoreti-
cal expressions for the PL intensity to such a set of exper-
imental data, taken at 300 K from a high quality single
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Ing ;Gagy gAs/Al 33Gag 7As quantum well. The con-
sistency of our model is demonstrated by the good agree-
ment of the small-signal radiative and nonradiative life-
times derived from the fits for steady-state and transient
conditions. Though the sample investigated exhibits an
extraordinarily long nonradiative lifetime, the PL decay
is still largely controlled by the nonradiative process.
Thus the consideration of nonradiative recombination is,
in general, of vital importance given the fact that it
remains of significant magnitude even in present state-of-
the-art samples.
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