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Flux Bow in different types of long-overlap Josephson junctions has been investigated by low-

temperature scanning electron microscopy. The experimental results are compared with detailed
numerical simulations. Describing the dynamics of the 3osephson junction with the perturbed sine-

Gordon equation, the Aux-flow mode represents the case of high Huxon density in the junction.
Due to the low damping in the investigated junctions (Nb/A10 /Nb and Nb/NbO /Pb based)
a complicated interaction of the Quxon chain with reBected waves and cavity mode excitations
occurred. The structure of these interactions was imaged with a spatial resolution of about 2 pm
and investigated by the numerical simulations.

I. INTRODUCTION

Since the discovery of the Josephson effects in 1962,
the static and dynamic properties of Josephson tun-
nel junctions have been investigated extensively. '

In addition to their basic physics, Josephson tunnel
junctions are important for applications such as the
voltage standard, superconducting quantum inter-
ference devices (SQUID's), ' superconductor-insulator-
superconductor (SIS) mixers, s local oscillators, 9 s and
various digital devices.

The dynamics of a distributed Josephson tunnel
junction is described by the perturbed sine-Gordon
equation (PSGE) together with appropriate boundary
conditions. ' Depending on the dimensions of the
junction in comparison with the Josephson penetration
depth A J and the applied magnetic Beld, different types
of solutions of the PSGE can be found. In the dc current-
voltage (I V) characteristi-c these states manifest them-
selves by equally spaced current steps. The asymptotic
step voltages are given by the formula

cur. The junctions act a" an open-ended cavity and n
[Eq. (1)] describes the mode order. For a long quasi-one-
dimensional junction (length I ) A~ and width W ( A~)
where no (or only a small) magnetic field is present, the
resonant motion of Josephson vortices (fluxons) is possi-
ble, resulting in the zero-field steps (ZFS's) in the IV-
curve. In this case n [Eq. (1)] takes only even values and
n/2 is equal to the number of vortices inside the junction.

Increasing the applied magnetic field H [for h ) 2,
where h—:H/(Agj, ) denotes the normalized magnetic
field and j, is the junction critical current density]
multiple-Huxon states are possible and another kind of
fluxon motion, the unidirectional Bow of Auxons, occurs
[Fig. 1(a)]. Under the influence of both the bias current
I~ and the applied magnetic field H, the fluxons are cre-
ated at one boundary of the junction, travel through the
junction, and annihilate at the opposite boundary. In the
dc I-V curve this kind of Buxon motion also appears as a
current step [the so-called flux-flow step (FFS); see Figs.
1(b), 1(c)]. The asymptotic step voltage of the FFS is
given by

V„=,n =+1,2, 3, ... .nC pc

2L

Kf Cpc
VFFS = = AHc, (2)

C p is the magnetic Aux quantum, c the phase velocity of
electromagnetic waves in the junction (Swihart velocity),
and L is the length of the junction.

In small tunnel junctions (i.e. , a junction smaller than
AJ in both dimensions) with an applied magnetic field
cavity-mode excitations, so-called Fiske steps (FS's), oc-

where A = AL +A& +d is the magnetic field penetration(~) (2)

depth perpendicular to the tunnel barrier of the junction

(A& and A& denote the I.ondon penetration depths in(~) (2)

the superconducting electrodes, and d is the thickness of
the dielectric barrier) and Nf is the number of fiuxons
in the junction. In contrast to the resonant Auxon mo-
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FIG. 1. Flux How in overlap Josephon junctions. Part (a)
shows a schematic drawing of a Quxon chain traveling through
the junction with the speed u driven by the bias current 1. H
indicates the orientation of the applied magnetic field. Part
(b) represents an experimental I Vcurve in a Jose-phson junc-
tion of L = 400 pm with an external field of 0.81 mT. (c)
shows a schematic I-V curve; A, B, and C indicate di8'erent
regions of the Aux-How regime; V~ denotes the gap voltage.

tion and to cavity-mode excitations the step VFps volt-
age no longer depends on the geometrical dimensions of
the junction. In the flux-flow mode the asymptotic step
voltage increases with the applied magnetic field. Qual-
itatively, we can understand the formation of the FFS
due to an interaction of the oscillating Josephson cur-
rent with the traveling electromagnetic wave —generated
by the fluxons —of the same velocity inside the junction.
Usually, due to the finite length of the junction, the I-V
curve below the FFS consists of a series of smaller ampli-
tude Fiske resonances at voltages given by Eq. (1) with
n —2'. These smaller steps appear as a consequence of
cavity resonances excited by the small amplitude linear
waves reflected from the boundaries.

The flux-flow mode of a long Josephson junction is an
interesting regime displaying the dynamical properties of
the system in the limit of high fluxon density. Recent ap-
plications of long junctions as local rf oscillators ' for
SIS mixers and, possibly, on-chip clocks have generated
interest to get a better understanding of the flux-flow
dynamics. In comparison with the resonant fluxon oscil-

lator (based on the ZFS regime), the Aux-How oscillator
overs several advantages. The position of the current
step and therefore the oscillator frequency is not fixed by
the geometrical dimensions of the junction and can be ad-
justed over a wide range by varying the applied magnetic
field. The operation frequency of the flux-flow oscillator
is substantially higher (up to 1.2 THz when using NbCN-
based junctionsi ) and the emitted power (- 10 W)
is also about two orders of magnitude higher. One draw-
back of the flux-How oscillator could be a relatively large
linewidth of several hundred kHz.

Experimental studies of long Josephson tunnel junc-
tions were mainly restricted to the integral properties
such as the dc I-V curve and the emitted high-frequency
radiation. Spatially resolved investigations either with
electron beam or laser beam scanning allow one to
study also local properties of the system. At the begin-
ning of these spatially resolved investigations the static
properties of distributed Josephson junctions have been
examined. In the last few years the interest concentrated
on various dynamic properties which have been studied
using the technique of low-temperature scanning electron
microscopy (LTSEM) or laser scanning. 22 si The elec-
tron beam spot can act as a passive or an active probe.
In the first case the dynamic state is not changed by scan-
ning the sample with the electron beam spot. Alterna-
tively, the beam is used as an active probe to modify the
state of the junction —for example, by introducing new
fluxons into the system. Mayer et al. reported on a
detailed investigation of one- and two-dimensional Fiske
steps in square Josephson junctions. Here the electron
beam acts as a passive probe. The most recent results us-
ing the electron beam as a passive probe dealt with a de-
tailed investigation of the sine-Gordon dynamics in var-
ious junction geometries. Electron beam scanning as
an active probe was introduced by Ustinov et al. ' In
this case the electron beam served for injecting individual
Huxons or Abrikosov vortices into a Josephson junction in
order to change static or dynamic states of the junction.

While in former times detailed spatially resolved in-
vestigations of Fiske modes and the resonant fluxon mo-
tion were presented ' ' we are going to present spa-
tially resolved investigations of the flux-flow mode in
Nb/A10 /Nb and Nb/NbO /Pb overlap Josephson tun-
nel junctions. The transition from the resonant case
(such as ZFS's and FS's) to the unidirectional Aux flow
is one of the most complex issues of the long Joseph-
son junction dynamics. The reason is that the dynamic
flux-How state involves. a large number of fluxons moving
in the junction strongly interacting with themselves and
also with the quasilinear cavity waves excited clue to the
Huxon collision with the boundaries. The characteristic
field where the transition to the flux-flow state takes place
is close to the critical field H q, which is 6 = 2 in normal-
ized units. For H close to H z the fluxon density is not
very high and the internal degrees of freedom inside the
fluxon chain can produce complicated dynamic states,
which may be even a sort of intrinsic chaos. In this case
the I-V characteristic often displays the so-called DLS
(displaced linear slope; see Ref. 32) which has not been
well understood (or even simulated numerically) until
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now. For these questions to be answered in line with the
interaction between Aux-Row and Fiske resonant modes
in long junctions spatially resolving techniques are use-
ful. Depending on the bias points and on the applied
magnetic field we observed complicated interactions of
the unidirectional Huxon motion and cavity-mode exci-
tations. These results are compared with detailed nu-
merical simulations.

In the following section we describe the experimental
technique (Sec. II A) and present and discuss the results
(Sec. IIB) obtained by LTSEM. In Sec. III the theoreti-
cal model and the numerical technique will be described.
These numerical results will be discussed and compared
with the experimental ones. In Sec. IV a summary is
given.
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FIG. 2. Schematic of the experimental setup.

II. EXPERIMENT

A. Setup and technique

tion. This will be done qualitatively in the next sub-
section together with the description of the experimental
results. A quantitative model based on an numerical sim-
ulation will be discussed in Sec. III.

In the following we give a brief descriptioh of the ex-
perimental setup and technique; for details we refer to
Ref. 33. We used a conventional scanning electron mi-
croscope, in which the standard sample holder is replaced
by a liquid helium cryostat. The samples are fixed on a
sapphire disk (which separates the liquid He from the
vacuum inside the microscope) with a glue of high ther-
mal conductance. The top of the sample can be scanned
with the electron beam. To minimize incoming thermal
radiation, the top of the sample holder is surrounded
with a thermal radiation shield. An external magnetic
field 0 can either be applied with superconducting coils
which are mounted at the sample holder in the helium
bath or with a magnetic control line placed directly on
the chip. The whole sample holder is screened with a
p-metal shield to reduce the perturbations due to the
external magnetic fields.

The main effect at the electron beam focus is a local
heating of the sample around the beam position (xp, yp),
the local temperature rise amounting to 0.1—10 K de-
pending on the beam parameters. The spatial resolution
of about 1—3 pm is determined by the thermal healing
length g of the sample configuration. The beam power
can be adjusted over a wide range to ensure that the
electron beam acts only as a passive probe for the sam-
ple. In our case typically we used a beam power of about
0.25—2.5 pW with an acceleration voltage of 25 kV and
a beam current of approximately 10—100 pA.

During the experiment we current biased the junc-
tion with a battery-powered current source. The voltage
was filtered and amplified with a PAR 113 amplifier to
record the dc I-V curve. In the current-biased junction
the electron beam irradiation caused a voltage change
AV(xp, yp) which was detected with a PAR 124 lock-in
amplifier for an electron beam chopped with a frequency
of 20 kHz. While scanning over the sample the beam-
induced voltage change was simultaneously recorded with
a digital imaging system (see Fig. 2). For these investiga-
tions we had to find an adequate signal generation model
describing the junction response to the local perturba-

B. Results and discussion

During the experiments described below, the junctions
were operated at the temperature T —4—6 K. The local
temperature increase due to the electron beam irradia-
tion was about 0.1—1 K . The relative magnitude of the
voltage signal was ~AV/V~ = 10 —10,which indicates
that the electron beam acts only as a small perturbation
of the dynamic states in the Josephson junction. How-
ever, at some specific states or bias points we detected a
higher-voltage signal, as will be described below.

We have investigated different types of Josephson junc-
tions: Nb//AIO /Nb junctions with L=250 and 400 pm
(l = L/Ag = 7.5—12) and a Nb/NbO /Pb junction with
L =480 pm (l = 14). For all measured junctions the
experimental data can be divided into three groups: (A)
bias points close to (I, V) -+ (0, 0), (B) bias points at
about a half of the FFS voltage, and (C) bias points at
the FFS [see schematic I Ucurve in Fig-. 1 (c)].

First we discuss the results obtained at low bias cur-
rent. Figures 3(a) and 3(b) show some examples of the
imaging results. The images represent single line scans,
obtained by scanning the electron beam along the junc-
tion length. The vertical axis displays the detected volt-
age signal —AV(xp) in arbitrary units. The line scans
show the periodically modulated distribution of the to-
tal dc Josephson current I due to the applied magnetic
field. The number of periods is equal to the number of
Huxons in the junction.

In previous studies ' ' the signal generation for
the dynamic states could be explained by a beam-induced
change of the quasiparticle losses o. and the surface losses
P, whereas an influence of the change of the Josephson
current density j, was not significant. In contrast, for our
experimental conditions on the low bias points [region A
in Fig. 1(c)], where mainly static states are probed, the
dominant efFect of the electron beam heating is a change
of the critical current I„whereas the change of the loss
terms n and P can be ignored. The results are equivalent
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FIG. 3. Line scans —AV(xo) of low-bias points [region A in
Fig. 1(c)] of a Nb/A10 /Nb junction with a length of L = 250
pm for different applied magnetic fields. The Aux values in
units of C g calculated from the applied magnetic field are
indicated.

AI, = Aj, sing(xo, yo) .

OV
AV(*o, yo) = — AI(xo, yo)OI (4)

A positive and negative value is possible and has been
observed experimentally [Figs. 3(a) and 3(b)] as well as
in the numerical simulations as will be discussed be-
low. The critical current of the irradiated junction I;„
is a function of the beam position (xo, yo): I;„
I, + AI (xo, yo). As a consequence the I Vcur-ve around
the origin is shifted upwards or downwards (see Fig. 4).
In a current-biased junction, in the limit of small pertur-
bation, the voltage signal is therefore given by

Ic+ AIc

I I I—hI~ V

FIG. 4. Beam-induced change of the McCumber-like I-V
characteristic close to the origin. The solid line represents
an unperturbed I-V curve, whereas the dashed and the
dashed-dotted lines represents two I-V curves perturbed with
the electron beam.

to those described in Ref. 18. We want to stress that we
used a different imaging procedure ("voltage imaging"
instead of "current imaging;" see Ref. 33) and a more
sensitive imaging technique in the present measurements.
Two conditions have to be fulfilled to be able to image
static properties, i.e., the critical current distribution of
the junction, while the junction is biased in the dynamic
state (V g 0): (1) The I Vcurve -must be nonhysteretic
(McCumber like; see Fig. 4) where the critical current
is almost suppressed. This means that the state of the
junction is close to a minimum of the I, (H) pattern or
a high magnetic field is present. This is difI'erent to the
conditions for the imaging procedure described in Ref. 18.
(2) The junction should be biased at (I, V) (0, 0) to
avoid interaction with, for example, Fiske resonances. At
these bias points the I-V curve is very sensitive to a
beam-induced change of the critical current I as can be
seen from Fig. 4.

Under these conditions the dominant efFect of the elec-
tron beam heating is a change of the critical current

L WI, = j j j,(x, y) sin p(x, y)dxdy. The Josephson cur-
rent density is assumed to be uniform j,(x, y) = j, which
can easily be checked by imaging the spatial distribution

BV/BI describes the dynamic resistance of the junction.
We have checked that the quasiparticle conductance was
homogeneous for all junctions investigated by imaging
the distribution of the quasiparticle conductance (for
more details we refer to Ref. 33). AI(xo, yo) describes
the change of the dc current in the heated area around
the beam focus (xo, yo). According to the higher value of
the dynamic resistance at the bias points (I,V): (0, 0)
we have detected a relatively large signal (= 0.5 pV) in
this range.

Increasing the bias current and reaching, for exam-
ple, half of the asymptotic FFS voltage or the FFS, the
structure of the line scans changed completely. A new
approach to describe these patterns has to be used. In
addition to a local change of j, a beam-induced increase
of the quasiparticle losses n and of the surface losses P
has to be taken into account. The increase of the losses
inside the junction and the beam-induced perturbation of
the fIuxon nucleation and annihilation at the boundaries
are now the dominant efI'ects for the dynamic states with
high Huxon velocity. A reduction of the average fIuxon
speed will reduce the average voltage V in a current-
biased junction. The beam-induced change of the crit-
ical current I only modifies the I-V curve close to the
origin. Therefore no contribution of the change of j was
observed for bias points in regions B and C [see Fig. 1(c)
and Figs. 5(a)—5(d), 6(a)—6(d), and 7(b), 7(c)].

The imaging of a pure Fiske mode is described in detail
elsewhere. s 2 In this case the line scans —AV(xo, yo)
turned out to be proportional to the square of the time-
averaged local ac magnetic field. Imaging a pure soliton-
like mode, difI'erent patterns are obtained. The nucle-
ation of a fIuxon and also its collision with other Qux-
ons or with the boundaries of the junction are related
to an energy loss LA which is proportional to the loss
term o.. ' ' Due to the electron beam irradiation the
losses are increased and the speed of the Auxon is re-
duced. Therefore, the voltage at the bias point II3 is
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FIG. 5. Line scans —AV(xs) of bias points in the interme-
diate range [region B in Fig. 1(c)] of a Nb/AIO /Nb junction
with a length of L = 250 pm. The applied magnetic field
was 0.3 mT corresponding to 6.74 o for all the line scans. The
arrows show the direction of the Huxon motion. The bias
current was increased from (a) to (b); (c) and (d) show the
images obtained for reversed bias current.

shifted downwards and a beam-induced voltage signal
—AV(xp 'go) is detected. In the case of the flux-flow
mode both mechanisms have to be taken into account.
First, we have a perturbation of the Buxon nucleation
and annihilation at the boundaries. Second, the losses in
the junction are increased, perturbing the Buxon motion
as well as the cavity-mode excitations.

Biasing the junction in the intermediate range
[area B in Fig. 1(c)] a complex dynamic behavior is
expected. ' The traveling Buxon chain, which can be
considered as a traveling wave, interacts with reHected
waves and cavity-mode excitations (due to the large
impedance mismatch at the boundaries of the junction),
especially for a low-damped junction as in our experi-
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FIG. 6. Line scans —AV(xo) of difFerent states in different
Nb/AIO /Nb junctions. The arrows show the direction of the
fluxon motion. Part (a) shows a line scan in the intermediate
range (L = 250 ym, B = 0.26 mT) and part (b) a line scan
at the top of a FFS with low damping (L = 250 pm, B = 0.3
mT) and with reversed bias current. Parts (c) and (d) show
line scans in a junction with I = 400 pm for similar bias
points but with reversed fields

]
B ]= 0.41 mT, respectively.

FIG. 7. Line scans —AV(xo) of a Nb/Nb0 /Pb junction.
Part (a) corresponds to region A in Fig. 1 (c), part (b) to
region 8, and part (c) to region C.

ments. Due to the superposition of the traveling wave
and the reflected waves a complex standing-wave pat-
tern is formed and complex line scans are obtained [Figs.
5(a)—5(d) and 6(a); arrows labeled with u indicate the di-
rection of the Huxon motion as obtained by the polarity
of the applied magnetic Geld and the direction of the bias
current; see also patterns of the ac electric Geld obtained
by numerical simulations in Refs. 9, 37]. The main ef-
fect of the electron beam irradiation is a local increase
of the losses and the line scans are proportional to the
time-averaged. ac magnetic field. Superimposed to the
basic structure we observed, when biasing the junction
close to a voltage of a Fiske-resonance, a fine structure
[Figs. 5(b) and 5(d)] which is related to the order or the
corresponding Fiske step. Such behavior was also found
in in-line junctions [see for example Figs. 9(a) and 9(b)
in Ref. 29].

Biasing the junction at the FFS [regime C in Fig.
1(c)] the patterns changed again. Now the line scans
show two pronounced. maxima at the boundaries of the
junction [Figs. 6(b) and 6(c)]. At the boundaries the
electron-beam-induced increase of the damping perturbs
the nucleation and the annihilation process of the Hux-
ons. A decrease of the Huxon velocity in comparison
with the unperturbed junction results in a voltage sig-
nal —AV(xo) ) 0. The largest voltage signal is observed
close to the boundary where the fluxons enter the junc-
tion. We proved this by reversing the direction of the
Buxon propagation, either by reversing the polarity of
the bias current or the orientation of the applied mag-
netic Geld. In the region near to the Buxon nucleation
site the Huxons are accelerated to the ultimate velocity
with which they move d.eeper inside the junction. An ad-
ditional energy loss (due to the electron beam heating)
in the acceleration area produces a substantial decrease
of the Buxon time of Bight through the junction, thereby
giving a large voltage response. In contrast to the Hux
flow in in-line junctions [see for example Figs. 9(a) and
9(b) in Ref. 29], the fluxons experience a nearly homoge-
neous driving force over the whole length of the junction
with an overlap geometry. After acceleration the Bux-
ons propagate through the junction with a nearly con-
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stant velocity u (which is approaching c at the top of the
FFS). Therefore, no decrease of the signal in the direc-
tion of the Huxon motion is observed. In addition, we
observed a second, smaller maximum, at the boundary
where the Huxons annihilate.

Maxima in the ac electric field and in the dc supercur-
rent at the boundary where the Huxons leave the junction
were reported in the simulations of Refs. 9 and 37. Oscil-
lations of the amplitude of the electric field are related to
a corresponding variation of the fluxon speed and, hence,
in this sample region a pronounced voltage signal is ex-
pected by perturbing the system with the electron beam.

The structure of our line scans in the middle of the
junction depends on the damping of the system. In the
case of higher damping due to a higher temperature of
the sample or due to a higher voltage and, hence fre-
quency, at the bias point —no fine structure between the
two maxima at the borders was observed. We detected
a homogeneous signal in this part of the junction [see
Figs. 6(c) and 6(d)] because of the strong coupling of the
fluxons. For a lower damping cavity mode excitations
superimposed on the fluxon motion occurred and a fine
structure on the basic pattern [see Fig. 6(b)] was ob-
served. The number of fine structure maxima is in excel-
lent agreement with the order of the corresponding Fiske-
mode number (see numerical simulations below). All re-
sults described above were obtained with Nb/A10 /Nb
junctions. Using the Nb/NbO /Pb junction, the ob-
tained patterns remained very similar, which can be seen
in Figs. 7(a)—7(c).

Using the technique of LTSEM we were able to image
diferent states in the Aux-How regime of long 3oseph-
son junctions. The basic structure of the observed pat-
terns was independent of the size (of course, the junction
must be sufficiently long) and of the materials forming
the junction. In the following section we present a de-
tailed numerical simulation of our measurements.

III. NUMERICAL SIMULATIONS

In this section we first present the mathematical model
of the PSGE. Second, we mocIel the LTSEM line scans
of the multiple-Huxon regime in long Josephson junctions
of the overlap geometry. The LTSEM signal generation
model used in the present simulations is a combination
of two alternative approaches used previously and based
on the local change of the critical current density and
the local change of the dissipation (quasiparticle tunnel
conductivity) induced by the electron beam. The latter
approach has been introduced by Lachenmann et al.
and has recently been used for analytical and numerical
investigations for single-Huxon dynamic states.

pm' —pu —»n'p = o'V'~ —/3V'~+~ —7 ~ (5)

p (O, t) = (p (l, t) = h.

An analytical treatment of this problem requires a per-
turbation approach ' based on exact solutions of the
pure sine-Gordon equation (o., P, p = 0) or a numerical
treatment. '

B. Signal generation modeling

In order to simulate the LTSEM response of a long
Josephson junction, we use the PSGE (5) in the following
form:

(p —(p„=f (x) sin rp + o.(x)p, —p,

where f(x) accounts for the spatial variations of the crit-
ical current density and a(x) models the spatial depen-
dence of the losses in the junction.

In the LTSEM experiment the electron beam produces
a local heating of the junction around the beam position
(xp 'go). Thereby, in the frame of an one-dimensional
model, a(x) is locally increased and f (x) is reduced.
The electron beam perturbation is modeled by a local-
ized "hot spot" placed at the point x = xo (measured in
units of AJ) and described by the following functions:

f(x) = 1+ gg 8(x —xp), n(x) = npg(x),

g(x) = 1 + g2 8(x —xo).

In the simulations the b functions were approximated by
the expression

2 2(x —xp)
qg 2b(x —xo) = rg 2 sgn(g, 2) 1 —tanh

&i,2

where rp(x, t) is the phase difference between the super-
conducting electrodes of the junction. The subscripts de-
note the partial derivatives with respect to the indicated
variables. The last term p is the normalized bias current
which acts as a homogeneous driving force on Huxons
in the junction. For simplicity, in the following it is as-
sumed that the surface current loss term P(x) = 0. The
spatially dependent function n = o.(x) can be considered
as an effective damping term [for low fluxon velocities u
it can be shown that n,s o. + P/3 (Ref. 16)] including
both the quasiparticle tunneling and the surface current
losses. Under these assumptions Eq. (5) for an overlap
junction has to be solved together with the boundary
conditions

A. Basic equation

The dynamics of a long Josephson junction is described
by the PSGE with the spatial coordinate x normalized
to AJ and the time t normalized to the inverse plasma
frequency uo

where s'q 2vq 2 ——gz 2. The local decrease of f (x) and
the increase of n(x) corresponds to gq ( 0 and g2 & 0,
respectively (sq 2 & 0).

In order to model the electron beam scanning proce-
dure we calculate the time-averaged voltage across the
Josephson junction as a function of xo. This algorithm
accounts for the experimental situation since the period
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of the fluxon oscillations is much shorter than the charac-
teristic times of scanning and modulating of the electron
beam

We numerically integrated Eq. (7) with boundary con-
ditions (6). The simulations are performed with a nor-
malized junction length l = 10 and a dissipation coefFi-
cient o,o ——0.1. The calculated average voltage V is nor-
malized to the voltage at the first Fiske step VFsi ——7i/E
in normalized units. The details of the simulations can
be found elsewhere. The LTSEM line scans are simu-
lated in form of the dependence —EV(xo) at several bias
points on the I-U curve. The size of the heated spot
[ ter 2 ~= ei 2 ——0.3 used in our simulations corresponds
to an estimated value of the junction area heated by the
electron beam in the experiment.
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FIG. 8. Numerically calculated current-voltage character-
istics of a long overlap 3osephson junction with the normalized
length E = 10 and the dissipation coefBcient n = 0.1 without
electron beam perturbation [f(x) = g(x) = 1] in the mag-
netic field 6 = 5 . Current p and voltage V are measured in
normalized units.

Figure 8 shows the numerically calculated current-
voltage characteristic for the normalized magnetic field
6 = 5 without the beam-induced hot spot [f(x) = g(x) =
1]. The simulations were perforined for both increasing
and decreasing bias current.

Figures 9(a)—9(d) show the calculated voltage response
—AV(xo) obtained for different bias points (marked by
capital letters K, L, M, and N in Fig. 8). Note that the
voltage response is presented here in absolute units and
is not inverted as in the experimental line scan. Scans
shown by solid lines in Fig. 9 have been simulated with
g~ ———0.09 and g2

——0.09. In order to separate the influ-
ence of the terms with f (x) and o.(x) on the calculated
line scans, two scans [shown by dashed lines in Figs. 9(a),
9(d)] have been performed with ili ——0 and q2 ——0.09.

Multiple-fluxon states in a long Josephson junction are
generated in a suKciently large dc magnetic field, in nor-
malized units h ) 2 [see Eq. (6)]. In this case fluxons
penetrate into the junction and. the normalized spacing
between them becomes ( = 2vr/h. The average number
of fluxons simultaneously present in the junction is

FIG. 9. Change of the average voltage as a function of the
heated spot position xo (measured in units of Ag) for the dif-
ferent bias points of the pV curve shown in Fig. 8: (a) point
K, (b) point L, (c) point M, (d) point N. Arrows indicate the
junction boundaries at xo ——0 and xo ——10. The dashed lines
in (a) and (d) correspond to simulations neglecting the elec-
tron-beam-induced change of the critical Josephson current
density.

If a suKciently large bias current p is applied, the
whole fluxon chain moves along the junction with the
velocity u close to the Swihart velocity c. The fluxon
motion is detected experimentally by observing the FFS
in the I-V characteristics. The step appears at the nor-
malized voltage (in units of VFsi)

V = VFFs 2' .

In the calculated I Vcharacterist-ics (Fig. 8) the FFS
is split into two closely positioned Fiske steps at V 14
and. V = 15. This voltage is in a fairly good agreement
with Eq. (11) which yields VFF ——15.9. The reason for
the splitting of the FFS into Fiske steps can be under-
stood as foHows. In the Hux-flow mode at Ii ) 0 [note the
minus sign in front of p in Eq. (5)] the fluxons move Rom
the boundary x = 8 towards the other boundary x = 0.
When they reach the boundary x = 0 a reflected wave
appears, which yields cavity resonances (Fiske steps) over
the length of the junction. The whole I-V curve is dis-
cretized into Fiske steps of small amplitudes with a volt-
age spacing of about 1. Fiske steps appear since the
damping in the junction is not suKciently large and the
attenuation criterion for the reflected wave I/o. )) 1 is
not satisfied.

The line scan of the dynamic state on the FFS [Figs.
9(c), 9(d)] displays the asymmetry which has also been
observed experimentally. In Fig. 9(d) the larger signal
appears at the right side of the junction where the flux-
ons enter. Additional simulations indicated that the re-
versal of the polarity of the magnetic Geld 6 or the bias
current p (which reverses the direction of the flux How)
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also reverses the asymmetry of the voltage response. This
asymmetry can be qualitatively understood from the an-
alytically calculated dependence of the LTSEM voltage
signal on the fluxon velocity u. After fluxons enter the
junction at one of its boundaries they get accelerated to
almost Swihart velocity. This acceleration process takes
place on some spatial interval starting from the bound-
ary where their velocity u is lower than in the rest of the
junction. The velocity change averaged along the whole
junction can be calculated as

case. However, the low-voltage response [Fig. 9(a)] shows
a drastic change, and the oscillations with N~ Ny pe-
riods disappear. We conclude that the electron-beam-
induced dissipative-term perturbation alone cannot ex-
plain the experimental LTSEM line scans obtained at low
voltages. In this case the proper signal generation model
must include the perturbation which interacts with static
fluxons, i.e., the beam-induced change of the critical cur-
rent and/or the inductive term y

Au= —u(1 —u ).-=92 2

L IV. SUMMARY

Thus, in the relativistic limit u ~ 1 the LTSEM response
decreases with increasing the fluxon velocity u.

The high-velocity voltage response displays the num-
ber of maxima K„[minima in the absolute voltage scale
shown in Fig. 9(d)] being equal to the order of the Fiske
step n in agreement with the experimental data. For
the 15th Fiske step response shown in Fig. 9(d) we find
n= 15.

Contrary to the FFS pictures, the line scans obtained
at the lower voltages display the number of maxima, N
being approximately equal to the number of fluxons, Ny
(for the FFS the number of maxima is approximately
equal to 2') in the junction. With h = 5, Eq. (10)
yields Ny —7.9, and the line scan for the lowest bias
point [Fig. 9(a)] displays 1V' = 7 (or, even, K = 7i
since the central maximum is of split in two). For 6 = 4
we find Ny = 6.4, and the line scan displays N —6.

In the intermediate voltage region [region (B) in
Fig. 1(c)] the voltage response shows a complicated
crossover from the low-voltage to the high-voltage re-
sponse. We found similar patterns in our experimen-
tal and numerical investigations [compare Fig. 5(a), Fig.
7(b) with Fig. 9(b), also Fig. 5 with Fig. 9(c)]. However,
a detailed quantitative comparison between the simula-
tions and the experiment seems to be di%cult.

As already discussed above in Sec. II, the fact that the
number of periods of the low-voltage response is equal to
the number Ny of fluxons in the junction can be naturally
understood from the earlier LTSEM studies of static vor-
tex states in Josephson junctions. In such experiments,
the electron beam scanning across the junction leads to
the periodic modulation of its critical current I with the
number of periods being equal to the number of vortices
(fluxons) present in the junction. Obviously, the change
in the critical current I, influences the low-voltage part
of the I-V characteristics, where the increase of I should
decrease the voltage for a given bias current.

In order to separate the contribution of the critical cur-
rent modulation f (x) from that of the dissipative term
n(x), we have calculated also the voltage response with
gq ——0. Such a purely dissipative perturbation line scan is
shown by the dashed lines in Figs. 9(a) and 9(d). One can
see that the high-voltage dynamic state (FFS) response
shown in Fig. 9(d) displays minor changes, and that the
number of maxima, 2V, remains unchanged. Thus, the
dissipative-term perturbation plays the major role in this

We have performed spatially resolved investigations of
the flux-flow behavior in difFerent types of long overlap
Josephson junctions. For our junctions with low damp-
ing we can divide the fluxon behavior into three diR'erent
regimes. First, for bias points close to (I, V) -+ (0, 0)
the observed patterns show the static distribution of the
Josephson current in the presence of an external magnetic
field. The number of signal periods is equal to the num-
ber of fluxons inside the junction. It is necessary to stress
that the LTSEM imaging of static junction properties in
a state with V g 0 is only possible under specific condi-
tions (a nonhysteretic I Vcurve an-d a bias point close to
the origin). A second, intermediate range 0 ( V ( VFFs
shows a complicated behavior, due to an interaction of
the traveling fluxon chain with the reflected wave and
the cavity excitations. The observed fine structure is a
clear indication that in this intermediate region and for
a system with low damping a strong interaction of the
fluxon chain with cavity resonances takes place. In the
third region, we deal with the relativistic limit, where
the fluxon velocity u approaches the Swihart velocity c.
Here we have observed additional maxima at the borders
of the junctions. These maxima are due to a change of
the energetic conditions for a fluxon entering or leaving
the junction. For low damping (low step voltage VFFs)
we have observed a fine structure which is related to the
order n of the pumped Fiske mode VFFS VFS,„.For
higher damping this fine structure disappeared and the
patterns were dominated by the perturbation of the flux-
ons at the boundaries. For understanding these results an
electron-beam-induced change of the losses and a change
of the critical current have to be taken into account, de-
pending on the bias point.

Theoretical models for describing the experimental
LTSEM measurements of the multiple-fluxon dynamic
states in long Josephson junctions are examined by nu-
merical simulations. Two types of perturbations which
contribute to the LTSEM signal are examined, namely,
the local perturbation of the damping term o. and that of
the critical current density j in the junction. In agree-
ment with the experiment, at high fluxon velocities in
both cases the voltage response is found to be spatially
asymmetric, with the periodic modulation corresponding
to the number of the Fiske step. The asymmetry of the
calculated line scans reverses with the reversal of the di-
rection of the fluxon motion. At low fluxon velocities,
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the model which includes only the n-term perturbation
is unable to explain the experimental data. However, the
model which includes both the o.- and j -type perturba-
tions shows good qualitative agreement with experiment,
displaying the spatial voltage response with the number
of maxima being equal to the number of Quxons in the
junction.
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