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The electronic structures of Si 8-doped strained In, Ga,_, As/GaAs quantum wells have been studied
theoretically and compared with experiments. The emphasis has been on the comparison between well
center-, edge-, and barrier-positioned 8-doped layers. The highest achievable single-subband occupation
decreases as the 8 sheet is moved away from the center to the edge and finally to the barrier, but the elec-
tron mobility increases at the same time. Photoluminescence data have been found shifted to lower ener-
gies than the predictions of a self-consistent Hartree calculation owing to many-body effects, which have
been quantified here using both plasmon-pole and random-phase approximations.

I. INTRODUCTION

The &-doping technique has been used widely to intro-
duce carrier-confinement effects! ~* and potential-barrier
modulation. >¢ Recently, there has been a growing in-
terest in combining the §-doping technique with composi-
tional quantum wells in order to achieve an extra degree
of band-structure engineering. However, most of the
work so far has concentrated on the center 6-doped
GaAs-Al,Ga,_,As systems.” !! Although this system
has the advantage of achieving high densities of two-
dimensional electron gas (2DEG),”® it gives only very
limited electron mobility. Logically, this mobility limit
can be surpassed by the 8-modulation-doping technique,
in which a & sheet is placed inside the barrier rather than
inside the well. Systems of this kind may provide a
method of achieving both a high density of 2DEG and
high electron mobility. 12,13 e study them in detail here.
Further, Masselink® has very recently reported that an
off-center 8-doped (midway between center and edge)
quantum well has a higher electron mobility than the
center 6-doped quantum well. Here we shall look at the
luminescence property and the electron mobility for both
the center and the edge 6-doped structure. We are espe-
cially interested in the comparative behavior among the
various 6-doped systems.

The host material used in the present paper is the
In, Ga,;_,As-GaAs strained system. Its advantage over
the commonly used GaAs/Al Ga,_,As is that the
Al ,Ga,_,As barrier suffers from the presence of DX
centers in the case of heavy doping. Also, the control of
impurity spread is more difficult to achieve in
Al,Ga,;_,As than GaAs owing to the higher growth
temperature required.

The paper is organized as follows: in Sec. II we present
the results of self-consistent calculations of the electronic
structure for some §-doped strained quantum-well sys-

0163-1829/95/51(8)/5038(5)/$06.00 s1

tems. A comparison will be made between the various -
positioned structures (center, interface, or barrier). In
Sec. III we examine some experimental data in the light
of our calculated results. Band-gap renormalizations due
to many body effects are discussed in Sec. IV. Finally,
our conclusions appear in Sec. V.

II. SELF-CONSISTENT CALCULATIONS

Our structures consist of a thick GaAs buffer grown on
a GaAs substrate, followed by a thin In,Ga,_, As active
layer and terminated with a 500-A GaAs capping layer.
Accordingly, the GaAs layer can be assumed to be un-
strained, so that lattice mismatch between In,Ga,;_,As
and GaAs layers is accommodated by compressional
strain of the In Ga;_,As. The main result of the
In,Ga,_,As compression is an increase in the band gap
and separation of the heavy- and light-hole valence
bands. #~1¢ Some modification of the conduction band
also occurs. Such strain-induced effects on the
In, Ga,_, As band structure can be estimated from multi-
band k-p calculations, >~ 17 but uncertainties in the
valence-band parameters are still a significant source of
error in any effective-mass calculation. The band offset is
also required for the subband-structure calculation, and
much uncertainty exists so far in the literature of the
GaAs/In,Ga,_, As system. Fortunately, it does not al-
ter the subband-energy level appreciably. Another uncer-
tainty is the accuracy of the In composition. Experimen-
tally, the In concentration cannot be controlled to a
desirable precision, and accurate knowledge of the In
concentration is important here for the detailed compar-
ison between theory and experiment. At present we be-
lieve that the best way forward is to make comparison
against a reference undoped sample grown under identi-
cal conditions.

We have calculated the electronic structure for the Si
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6-doped In,Ga,_,As-GaAs quantum wells by solving
the Poisson and Schrodinger equations self-consistently.
The effects of nonparabolicity and Fermi-level pinning
are included in the calculation. Because the Fermi level
at the quantum-well region is not known a priori, the
amount of charge transferred into surface states due to
the pinning must be determined self-consistently. When
exchange and correlation effects are incorporated using
the local-density-functional formalism we find little
change to the energy levels of carriers. Certainly we can-
not explain in this way the experimentally observed nar-
rowing of the band gap.

Numerical results

In our calculation we have taken the strained
In,Ga,_,As gap E, and the effective mass from Ref. 15,
and conduction- band offset V,=0.7AE,. The GaAs
background is assumed to be p type at a level of 5x 10
cm ™3, which represents the worst case for our
molecular-beam-epitaxy (MBE) grown layer. The
conduction-band potential profiles and the corresponding
electronic distributions for center, interface, and barrier
6-doped structures are shown in Fig. 1. The parameters
used are In composition x=0.265, doping density
Np=2X10" cm™?, well width w=_80 A, impurity spread
d=2 A, and space layer L,=40 A for the case of the
barrier-doped sample. It is apparent from Fig. 1 that
moving the & sheet from the center of the well to either
the interface or into the barrier can lead to a significant
change in the shape of the potential. The electron
ground state, referenced to the lowest point in the corre-
sponding conduction band, goes up drastically from 63
meV for the case of the center-doped layer to 115 meV
for interface doping and to 169 meV for the barrier-
doped structure. But the energy difference between the
electron ground state (E1) to heavy-hole ground state
(hh1) decreases only slightly from 1.282 to 1.260 and to
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FIG. 1. The conduction-band potential profiles (solid lines)
and electronic distributions (dashed lines) for the center, edge,
and barrier 8-doped In,Ga,_,As/GaAs quantum wells. The
surface is on the far-left side at the zero point. The potentials
for both the edge- and barrier-doped systems have been shifted
vertically in order to assist the comparison.
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1.258 eV in the respective cases. In each sample the elec-
tron density at this doping level (2X 10'2 cm™2) is about
1.7X10'? cm ™2, and only the subband E1 is occupied. So
all the structures have achieved single-subband occupa-
tion at this doping level. The advantage of one-subband
occupation is a better confinement of the electron distri-
bution, which is useful for some device applications.

Figure 2 plots the change of the electron ground-state
position and the energy difference between E1 and hhl as
a function of impurity distribution. The transition ener-
gy (between E1 to hhl) hgrdly changes with impurity
broadening between 2-50 A despite some reduction for
E1. The change of E1 has been compensated by an oppo-
site change of hhl. This is also found to be true when the
doping density fluctuates within a certain range (e.g.,
+20%). The transition energies change by less than 2
meV when the doping density varies from 1.8 to
2.2X10? cm™2 This behavior gives us an added
confidence when comparing with experimental data, since
the impurity spread and the doping density should be
controlled within the respective ranges.

The effect of the surface states, which pin the Fermi
level to the middle of the band gap, is to build an internal
field by means of charge transfer. The amount of charge
transferred to the surface states is dependent upon the
thickness of the capping layer. When the thickness is in-
creased from 50 to 500 A, the charge transferred to the
surface states is reduced from 4.7X10!! to 7X 10 cm ™2
(Fig. 3).

As the doping density increases, the potential-energy
diagram changes accordingly. For the case of the center
5-doped system, the second subband starts to populate at
the doping density of 4.6X 102 cm™? at zero tempera-
ture. The greatest single-subband 2DEG density is about
4.3X10'% cm ™2 for this well width (80 A). This greatest
single-subband areal density decreases to 3.8 X 102 cm ™2
for the case of the interface-doped system and to just
2.2X 10" cm™2 for the 8-modulation-doped layer. The
main limitation to the highest areal density for the bar-
rier 8-doped system is a deepened V-shaped potential in
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FIG. 2. The dashed or dashed-dotted lines are the transition
energies (left Y axis) between E1-hh1 for the three selectively 8-
doped systems. They barely change as the impurity spread in-
creases from 2 to 50 A. The solid lines are the E1 subband ener-
gies (right Y axis), respectively. They show a steady decrease as
the impurity spread increases (open circle for the center 8-
doped layer, open square for the bottom edge-doped layer, and
open triangle for the barrier-doped case).
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FIG. 3. Density of the charge transferred to the surface due
to pinning as a function of the capping-layer thickness.

the barrier region as the 8-doping density increases. This
V-shaped potential can lead to an extra confinement,
which attracts electrons to the barrier. In fact, the lowest
subband resides inside the V-shaped potential in the bar-
rier when the doping level is above 4 X 10'? cm ~2, leaving
very limited electron density inside the well. Figure 4
shows the potential diagram and the electronic distribu-
tion for this situation. Obviously, the mobility will drop
now as the impurity scattering becomes strong. Further,
the optical-oscillator strength will decrease because elec-
trons become spatially separated from the photoexcited
holes. So, theoretically, we find that there should be an
optimal doping level for the §-modulated-doped system.
The highest single-subband occupation density decreases
as the 6 sheet moves away from the center, to the edge,
and finally into the barrier.

III. EXPERIMENTAL DATA

All the samples studied here were grown using a VG
Semicon V80 MBE system that has been described else-
where.!® The GaAs and In, Ga,_,As growth rates em-
ployed were approximately 0.75 and 1.0 um/h, respec-
tively, with an As, flux of ~ 1073 mb. Buffer layers of at
least 1 pum of GaAs were grown before the &-
doping/quantum-well region. A growth temperature of
450+£10°C was used for the active region, this being a
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FIG. 4. Potential diagram (solid line) and electronic distribu-
tion (dashed line) for the barrier 8-doped system at a doping lev-
el of 4X 102 cm ™2
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compromise between inhibiting In and Si segregation and
diffusion (low T') and obtaining good luminescence prop-
erties (high 7). The active region consists of an 80-A-
thick In, Ga,_, As well plus a 500-A GaAs capping layer,
with a & sheet placed at different positions as a complete
set. The two-dimensional (2D) doping density is 2 X 10'2
cm 2. For the barrier 8-doped sample the space layer is
40 A. The In concentration x is measured by photo-
luminescence to be 0.265 from an undoped reference sam-
ple grown under the same conditions.

Van der Pauw—-Hall measurements were made for all
samples and the mobilities at 77 K were found to be 1660
cm?/Vs for the center-doped sample (A12023), 2172
cm?/Vs for the edge-doped one (A12026), and 3642
cm?/Vs for the barrier-doped layer. The photolumines-
cence (PL) measurements were taken with the samples
cooled in a continuous-flow variable-temperature He cry-
ostat. The 633-nm line from a He-Ne laser was used as
the excitation source., The excitation intensity was low
(<0.1 W/cm?), so the perturbation to the majority-
carrier population was negligible. Figure 5 shows their
low-temperature (2.5 K) PL spectra. The PL data from
the reference sample (A1204) is also included for compar-
ison. A notable feature of these spectra is the redshift
(about 20 meV) in the peak position as the § sheet moved
from the center (sample A12023) to the edge (A12026).
The shift is much smaller (2 meV) between the interface-
(A12026) and the barrier-(A12025) doped layers. This
behavior is in very good agreement with our self-
consistent calculation results, which predicted a large
shift (22 meV) between samples A12023 and A12025, and
a small shift (2 meV) between AI2026 and AIl2025.
Another feature in the spectra is the decrease of the rela-
tive PL intensity and narrowing of the signal width. One
may argue that these are due to the difference of the over-
lap between electron and hole wave functions, but our
separate calculation shows that they all have good over-
lap for this narrow well width (80 A) and doping density.
We think that these effects may result from a different
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FIG. 5. Photoluminescence spectra at 2.5 K for the three

selectively 8-doped samples.
reference sample is also shown.
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The peak positions were

identified by a numerical fitting procedure.
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hole-localization mechanism. More work is under way to
resolve this issue.

Although the self-consistent calculations correctly pre-
dict the variation in the transition energies from one sam-
ple to the next, the actual transition energies are not
given particularly accurately for any one of the samples.
Transition energies of 1.282, 1.260, and 1.258 eV are pre-
dicted for A12023, A12026, and A12025, respectively, but
the experimental values are 1.270, 1.250, and 1.248 eV.
The experimental values are, therefore, about 10 meV
smaller than those predicted by the calculation. This en-
ergy discrepancy is unlikely to have resulted from interfa-
cial broadening since our undoped reference sample,
grown under identical conditions, gives a rather narrow
spectrum (Fig. 5). Further, although one may argue that
a small change in well width may account for the
discrepancy, our detailed calculation reveals that the well
would have to be widened by 10 A in order to explain the
experimental data. This appears unlikely for two
reasons. First, MBE can control the well width much
better than 10 A, variation by 1 ML (2.8 A) is conceiv-
able, but not 10 A. Second, the PL data from the refer-
ence sample, grown under identical conditions, are con-
sistent with an 80-A well width, so we find it implausible
that the doped samples should have 90-A well. In other
words, the energy is not sensitive enough to the well
width when the well is 80 A wide or above. Instead, we
think that this energy-gap narrowing may be due to
many-body effects that have been reported widely be-
fore.!® Many theories have been proposed to calculate
the effect, but most have so far overestimated the renor-
malization. We study them in the next section.

IV. BAND-STRUCTURE RENORMALIZATION

As is well known, the Coulomb interaction between
carriers can lead to reduction of the band gap via the
many-body effects of exchange and correlation. These
effects cannot be adequately accounted for by the use of
single-particle equations, such as those of Kohn and
Sham.

Many attempts to quantify the band-gap renormaliza-
tion have appeared in the literature. A simple one is the
empirical formula AE =—3.1(na3)"3E, used by
Schmitt-Rink and Ell," which leads to a 50-meV energy
reduction for our structure. (Ej is the 2D excitonic Ryd-
berg, and a, the corresponding Bohr radius.) The static
plasmon-pole approximation (PPA), which has been used
by us and various other groups before, 22! results in self-
energies of 17 meV due to screened exchange and 13 meV
due to the Coulomb hole for the n=1 electron subband.
The heavy-hole n=1 subband (hhl) has an identical
Coulomb hole contribution of 13 meV in our static ap-
proximation, giving a total renormalization of 43 meV (a
reduction) for the transition between E1 and hh1. These
results overestimate the renormalization considerably
since only 10—12 meV has been observed in our experi-
mental data. As the discrepancy is greater than the un-
certainty in either the experiments or the self-consistent
calculations, we believe we must refine our estimate of the
self-energy.

Note that static PPA calculations are occasionally de-
scribed as random-phase approximation (RPA) (e.g.,
abstract of Ref. 22), but that the results from PPA can be
significantly different from RPA in quasi-2D systems.?*
For this reason we have also used the fully dynamical
RPA to estimate the band-gap renormalization for our
center-doped structure.

Within RPA the dielectric properties of the electron
gas are approximated by the linear response of a gas of
independent carriers. This incorporates the effects of
screening and plasma oscillations due to the long range of
the Coulomb potential. The RPA dielectric function is
then used to estimate the screened interaction between
carriers, and the resulting correction to the energy of a
single particle (the self-energy) is evaluated in first-order
perturbation theory (the so-called GW approximation).
Each calculated self-energy then requires a twofold in-
tegration over the wave vector and imaginary frequen-
cy,?* instead of a single integration over the wave vector,
so that the computational effort is considerably greater
than in PPA.

Contributions of the second and higher orders (vertex
corrections) are neglected: when they are included con-
sistently within the Hubbard approximation®*?° their
effect is very small at the high densities considered here.

A more hazardous approximation has been made in
treating the polaronic renormalization of the bands. For
simplicity we use the zero-frequency dielectric constants
throughout RPA calculations on the quasi-2D coupled
electron-phonon system?32® suggest that at the densities
of interest our results could be in error by up to 5% of
the total renormalization.

Single-particle wave functions enter the RPA calcula-
tion via matrix elements of the Coulomb potential, which
we have calculated using the Hartree wave functions of
the states E1, E2, hhl, and hh2. In addition to truncat-
ing with respect to the subband index, we use a parabolic
in-plane dispersion for the electrons and heavy holes.
One effect of strain is to lighten the hh mass in the plane;
we have taken mhh=0.1, but the final result for the
correlation energy of the hole is insensitive to the precise
value, varying by only 0.6 meV when mhh varies between
0.07 and 0.15.

With these approximations we find a total band-gap
reduction of 25 meV at k=0, the center of the Brillouin
zone, which is tolerably close to the observed result.
Only 0.4 meV of this is due to virtual transitions to the
unoccupied states n=2, so that it would be an excellent
approximation to ignore the higher subbands. Note that
a strictly 2D calculation gives a significantly higher re-
sult, 39 meV.

V. CONCLUSION

We have made a theoretical and experimental study of
some selectively 8-doped strained In,Ga,;_,As/GaAs
quantum wells. Our self-consistent calculation reveals
changes to the potential profile as the § sheet is moved
away from the center towards the edge and into the bar-
rier. The calculation also reveals an optimal value for the
density in the barrier-doped system, beyond which the
electrons will be attracted into the doping region. Exper-
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imentally, we present evidence that the edge §-doped lay-
er can have both good optical and electrical properties
despite the possible existence of the interface states. The
electron mobility increases as the 6 sheet is moved away
from the center to the edge, and increases further when it
is moved into the barrier. Good agreement has been ob-
tained between PL data and the calculated results.
Many-body renormalization effects have been included
through both static plasmon-pole and fully dynamical
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random-phase approximations. The RPA calculation
turns out to be much closer to the experimental observa-
tions than the others.
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