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Field-ion scanning tunneling microscopy (STM) and in situ reAection high-energy electron di8'raction

(RHEED) have been used to study the atomic structures of the As-rich GaAs(001) surfaces grown by

molecular-beam epitaxy and migration-enhanced epitaxy. The (2X4) u, P, and y phases and the

c(4X4) phase have been investigated in a systematic manner, contro11ing the As surface coverage. The
high-resolution STM images show that the (2X4) ct, P, and y phases all have the same unit structure in

the outermost surface layer, which consists of two As dimers and two As dimer vacancies. Various

structure models proposed for the (2X4) phases are examined based on the STM observations and

dynamical calculation of the RHEED spot intensities. We now propose the following model: The a
phase is the two-As-dimer model proposed by Farrell and Palmstrom with relaxation incorporated by

Northrup and Froyen. The surface coverage of the a phase is 0.5 ML of As. The P phase is the two-As-

dimer model proposed by Chadi. The surface coverage of the P phase is 0.75 ML of As. The so-called y
phase is characterized by its small domains separated by open areas. The domains consist of the same

local structure as the g phase and the open areas between them have a disordered As double-layer struc-

ture similar to that of the c(4X4) phase. The y phase is, thus, no more than the mixture of the P phase

and the c(4X4) phase with the surface As coverage varying between 1.75 and 0.75 ML depending on the

growth conditions. Our structure model for the As-rich GaAs(001) surface is consistent with most of the

observations reported.

I. INTRODUCTION

Surface reconstructions of the GaAs(001) surface
grown by molecular-beam epitaxy (MBE) (Refs. 1—3) have
been studied extensively because of their technological
and scientific interest. This surface exhibits various sym-
metries of c(4X4), 2X4 [including the off-phase
c(2X8)], 2X6, 4X2 [including c(8X2)], 4X6, and oth-
ers depending on the surface coverage and the experi-
mental conditions of the MBE. The As-rich (2X4) and
c (4X4}phases are the most intensively studied, since the
As-rich condition is known to be most important in the
technological app1ications of MBE. The surface
stoichiometry and structure have been investigated by
various surface-sensitive techniques, such as reflection
high-energy electron diffraction (RHEED), 4 '~ low-

energy electron diffraction/Auger-electron spectroscopy
(LEED/AES), ' photoemission spectroscopy
(PES), ' work-function measurement, x-ray
diffraction, x-ray-photoelectron diffraction (XPD),
reflectance-difference spectroscopy (RDS), high-
resolution electron energy-loss spectroscopy
(HREELS), secondary-electron intensity measure-
ment, medium-energy ion scattering (MEIS), and
scanning tunneling microscopy (STM). Total-energy
electronic-structure calculations have also been employed
lately to examine the energetics in determining the sur-

face structures.
Based on these experimental and theoretical studies,

some general features about the structure of the
GaAs(001) (2X4) As surfaces have emerged. As for the
ideal bulk-terminated GaAs(001) As surface, each surface
As atom has two dangling bonds and is energetically non-
favorable. Thus two adjacent As atoms form a dimer
along the [110] direction and reconstruct with 2 X
periodicity, similar to the case of the Si(100) surface.
Each As dimer pair possesses two dangling bonds. The

' energy levels of these dangling bonds can be estimated
from the s and p atomic levels following the diagram de-
rived by Harrison. Based on this diagram, the
dangling-bond energy level of As lies below the valence-
band maximum and should be filled, whereas the
dangling-bond energy level of Ga lies above the
conduction-band minimum and should be empty. In-
stead of assuming asymmetric As dimers for explaining
the 4X periodicity along the [110]direction, ' the idea
of "As-dimer vacancy" was introduced theoretically by
Chadi and was confirmed experimentally by using
STM. The formation of As-dimer vacancies has been
interpreted as the result of avoiding possible charge accu-
mulation which are energetically unfavorable (the so-
called electron-counting model). The simplest struc-
ture for the 2X4 unit structure to conserve the charge
neutrality can be achieved by removing one As dimer
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(a) three As-dimer model
(Chadi)

(d) two As-dimer model
(Farrell and Palm strom)

(e) two As-dimer model
(Northrup and Froyen)

(c) two As-dimer model
(Chadi, unstable)

(f) extra As-dimer model
(Farrell and Palmstrom)

FIG. 1. Schematic representations of the GaAs(001)-(2X4)
surface reconstruction models. (a) Three-As-dimer, (b) two-As-
dimer, and (c) (unstable) two-As-dimer models proposed by
Chadi (Ref. 39), (d) two-As-dimer model proposed by FP for the
(2X4) o. phase (Ref. 10), (e) model (d) modified including the
second-layer Ga relaxation by NF (Ref. 42), and (fl extra-As-
dimer model proposed by FP for the (2X4) y phase (Ref. 10).
Filled circles denote As atoms and open circles denote Ga
atoms. Both top and side views are shown for each model. The
As surface coverages are (a) 0.75, (b) 0.75, (c) 0.5, (d) 0.5, (e) 0.5,
and (fl 1 ML.

from every four As dimers.
Although it is now well established and accepted that

the (2X4) symmetry is constructed from As dimers and
As-dimer vacancies, there are some controversial models
of the (2X4) unit structures suggesting the presence of
Ga on the top layer (see Sec. III D for the discussion of
Falta's model ). Chadi first introduced As-dimer vacan-
cy models based on tight-binding-based total-energy cal-
culations, and proposed two possible models: (a) three As
dimers and one dimer vacancy in a unit [Fig. 1(a)], and
(b) two As dimers and two dimer vacancies in a unit [Fig.
1(b)] at the outermost surface layer. In the case of mod-
el (b), one of the second-layer Ga pairs is also removed.
Although both models are calculated to have almost the
same stability in energy, model (b), the two-As-dimer
model, was later discarded by Larsen and Chadi based on
the growth kinetics consideration. Chadi also pointed
out another possible vacancy model which retains all four
pairs of the second-layer Ga atoms [Fig. 1(c)]. Howev-
er, the total energy of this model is higher by 1.6 eV per

unit than models (a) and (b), and was discarded.
Frankel et al. analyzed the HREELS spectra of chem-

isorbed atomic hydrogen on the c(2X8) phase and con-
cluded that both Ga-H and As-H species exist on the sur-
face, which strongly indicates the existence of As-dimer
vacancy. They proposed the three-As-dimer model, the
same as Chadi's [Fig. 1(a)] and another vacancy model
with a different As/Ga surface stoichiometry [Fig. 1(d),
with second-layer Ga dimerization to Fig. 1(c) but
without relaxation].

Undisputable confirmation of the As vacancy model
was given by the STM observation of Pashley et al.
They prepared the sample in an ex situ MBE system,
capped the sample with As for protection prior to
transferring the sample through air into the STM ap-
paratus, and removed the As overlayers by a brief heating
before the STM study. The STM images clearly showed
that the (2 X 4) periodicity is due to a regular array of As
dimers and As-dimer vacancies. They also discussed an
antiphase boundary along the [110]direction which pro-
duces the c (2 X 8) phase from the (2 X 4) unit. By analyz-
ing their images of the (2X4) unit, they concluded that
the STM images are best accounted for by the three-As-
dimer model of Chadi [Fig. 1(a)]. Biegelsen et al.
prepared the sample in the in situ MBE chamber and re-
ported that the (2X4) phase consisted of three As dimers
at the outermost surface layer, ' supporting Pashley's ob-
servation. However, they also observed the (2X4) unit
consisting of two As dimers at the outermost surface lay-
er when the surfaces were annealed longer or at higher
temperatures or grown with lower As~/Ga fiux ratios. 3'

Larsen and Chadi have discussed the structure ampli-
tude. of the RHEED fractional-order spot intensities for
the criterion in the selection of surface structure models.
The method they used was essentially a kinematical cal-
culation. They found that models (b) and (c) give quite
small values of the (0 —', ) spot intensity if only the As
atoms of the outermost surface layer are taken into ac-
count. 9 Farrell and Palmstrom (FP) performed a sys-
tematic analysis of the RHEED experiment and classified
the (2X4) phase into three (a, P, and y) phases depend-
ing on the characteristics in the fractional order ( —,', —'„
and ~ ) RHEED spot intensities and preparation condi-
tions. ' According to their analysis, the —', spot intensity
is relatively weak compared with —,

' and —,
' intensities for

the a phase, is strong and equal to —,
' and —,

' for the P
phase, and is absent for the y phase. They performed a
kinematical RHEED calculation to analyze these data,
and proposed that the outermost unit structure of the a,
P, and y phases is as follows (PF scheme). The a phase is
composed of two As dimers [Fig. 1(d), with the second-
layer Ga dimerization]. This model assigned for the a
phase was later examined by Northrup and Froyen
(NF), and the relaxation of the second-layer Ga atoms
were introduced for the stability of the model [Fig. 1(e)].
The unit structure of the P phase PF proposed is Chadi's
three As dimers [Fig. 1(a)]. The y phase is assigned to
the model which has an extra As dimer sitting on the P
surface along the [110] direction [Fig. 1(f)].' Based on
the FP scheme, the As coverage is 0.5 ML for the a
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phase, 0.75 ML for the P phase, and 1.0 ML for the y
phase, consistent with that expected from the preparation
condition for each phase.

Many people have been using the FP scheme since
then; three- or two-As-dimer models were chosen de-
pending on the experimental conditions and results ob-
tained. The important problem for the GaAs(001)-2X4
phases appeared to be solved. ' ' ' ' ' However, Hell-
er, Zhang, and Lagally, based on their in situ STM obser-
vations recently reported that the two-As-dimer unit at
the outermost surface layer is dominant, and claimed that
the three-As-dimer unit exists only under special cir-
cumstances. Wassermeier et al. and Bressler-Hill et al.
also claimed that the two-As-dimer unit is dominant.
In contrast, Gallagher, Prince, and Willis analyzed their
STM images and supported the three-As-dimer unit.
Most recently, Falta et al. performed a MEIS experi-
ment on the ex situ (decapped) MBE-grown GaAs(001)
surfaces, and proposed a model in which the first layer of
the (2X4) phase may contain both Ga and As atoms, in
contrast to the commonly accepted As-terminated mod-
els."

Recognizing these unsettling situations for the MBE-
grown 2 X4 phase, we have applied our combined MBE-
STM apparatus to the systematic study of the surface
structures of various GaAs(001) phases. ' The
MEE (migration-enhanced epitaxy) technique was in-
troduced in the STM investigation, which allowed us to
control the surface stoichiometry in a wide range from
As rich to Ga rich. We also applied the dynamical
RHEED calculation to the analysis of the RHEED data
we obtained simultaneously with the STM measurements
in order to account for multiple scattering, concluding
the fact that the kinematical RHEED calculation does
not appear to reflect the real situation in the spot intensi-
ty profile.

Based on the high-resolution STM images with simul-
taneous RHEED observations and dynamical RHEED
calculations, we now propose the unified (2X4) unit
model which consists of two As dimers and two dimer va-
cancies at the outermost surface layer. We provide de-
tailed and quantitative analyses of the STM images of the
(2 X 4) a, P, and y phases, and the surface properties de-
rived from the detailed structure models are discussed in
relation to the results previously obtained by other
groups.

II. EXPERIMENT

A. General

The experiments were carried out in an ultrahigh vacu-
um (UHV) FI-STM (field-ion scanning tunneling micro-
scope) (Ref. 48) which was combined with a small com-
mercial MBE system (ULVAC JAPAN, Ltd. ) through a
2 —3/4 in. - gate valve. There are six Knudsen cells and
individual shutters are controlled by a personal comput-
er. The two mechanical feedthroughs positioned hor-
izontally with 90' rotated transport the sample between
the MBE and STM sections smoothly and quickly
without disturbing the UHV conditions. The base pres-

sure of the STM and MBE chambers is 4X10 " and
1 X 10 ' Torr, respectively.

The GaAs(001) sample was cut from on-axis wafers
(dopant Si, 1 X 10' cm ), chemically etched in a stan-
dard 4:1:1 mixture of H2SO4. H202:DIH~O, and was
mounted on the sample holder with indium. The sample
was outgassed at 400'C in the MBE chamber overnight.
Surface oxides were removed by annealing at 600'C in an
As4 flux. ' The buffer layers were then grown at a
growth temperature in the range of 540—630 'C, an
As4/Ga fiux ratio of —30, and a growth rate of 0.15
pm/h, being monitored by the RHEED intensity oscilla-
tion. The Si doping level was calibrated by SIMS
(secondary-ion-mass spectrometry) and kept below
1.5X10' cm in the present work, in order to minimize
surface defects induced by dopants. The quenching of
the sample was performed by removing the sample
mounted on the small sample holder (Ta made,
3 X12X24 mm in size) out of the MBE growth station
and transferring to the STM chamber typically in 2—3 s.
We estimate the quenching rate of the sample holder to
be approximately 50'C/s by IR thermometer measure-
ments.

B. RHEED measurement

The RHEED intensity profiles were recorded both dur-
ing the sample preparation (at elevated temperatures) and
after the STM observation (at room temperature), and we
found that the spot intensities were essentially the same
for both cases, implying that the quenching rate is
sufficiently high with a small heat capacitance of the sam-
ple holder. The kinetic energy of the electron beam was
10 keV, and the angle of incidence was chosen to be
1.6+0.2' in the [110] azimuth. FP claimed that they
used 0.07' (1.3 mrad) to minimize the undesired multiple
scattering. ' We question the validity of the claim of FP.
The simple relationship between the angle of incidence
and the RHEED spots dictates that the angle of in-
cidence has to be larger than at least 1.2 in order to ob-
serve the 4 or higher-order spots. When the angle of in-

cidence becomes smaller, the overlapping of the Ewald
sphere with the reciprocal-lattice rods associated with the
zeroth Laue zone becomes smaller. Under this situation,
we can observe the zeroth Laue zone spots only if the
reciprocal-lattice rods have sufficiently broadened width
(because of the imperfections of the surface) enough to
cross over with the Ewald sphere. Then we cannot reli-
ably analyze the relative intensities of the diffraction
spots, since the Ewald sphere is not cutting the center of
the reciprocal-lattice rods. The angle of incidence of 1.6
was chosen in the present observations for this reason.
(The basic idea can be found in Ref. 49 and in many text-
books on diffraction analysis. )

C. Sample preparation of the ( 2 X4) and c (4 X4) phases

We have followed the sample preparation method de-
scribed by FP (Ref. 10) and obtained —,', —,', and
fractional-order spot intensity profiles consistent with
those described by them, although the details of the
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RHEED patterns could not be compared since no
comprehensive data have been published about the de-
tailed RHEED spot intensities for the a, P, and y phases.
The most stable P phase was prepared by annealing the
substrate at the growth temperature, maintaining the As4
Aux until the —,

' intensity grew comparable with the —' and
intensities. The wide range of growth temperatures

(540—630'C) could be used for the P phase.
We have used three different methods to prepare the

c (4 X4) and (2 X4) phases.
(i) The a, y, and c (4 X 4) phases were prepared by an-

nealing the substrate which exhibits the P phase for
several minutes at 640'C, 510'C, and below 490 C, re-
spectively, maintaining an As4 Aux. Taking into account
the high vapor pressure of As, the c(4X4) phase is
known to be the most As-rich phase.

(ii) The y, P, and a phases were also obtained from the
c (4 X 4) phase by heating the substrate at 300, 390, ,and
460'C, respectively, without the As4 Aux. '

(iii) The migration-enhanced epitaxy technique was
used as well as the regular MBE growth, mentioned
above, where As& and Ga cruxes are alternately supplied
to the substrate (by opening the As and Ga shutters alter-
nately) to enhance the surface migration of Ga much
more ( —10 times) than for the case of the regular MBE.
We used MEE at the As~/Ga fiux ratio of 20:1 for the
c(4X4) and 12:1 (2X4) y phases, at a sample tempera-
ture of SOO 'C. We have succeeded in growing the
c (4X4) and (2 X 4) y phases, as well as mixed phases, by
this method.

Because of the high vapor pressure of As, the ternpera-
tures of the sample and the As4/Ga Aux ratio critically
affect the surface stoichiometry. For instance, the sur-
face grows and both Ga and As atoms are supplied to the
surface simultaneously in method (iii), while the As
atoms are continuously desorbed from the surface in
method (ii). In the case of method (i), the surface is under
a steady-state condition with As4 Aux. In all the
methods, significant amounts of mass transfer of As and
Ga atoms between the surface and vacuum as well as on
the surface are expected. Once the As atoms located on
the surface leave the surface for migration, the Ga atoms
underneath are then exposed to the vacuum and become
highly mobile. Therefore, we expect sufficiently high mi-
gration of the As and Ga atoms when the c(4X4) and
(2X4) phases are prepared. Therefore, the surface is
nearly under steady-state conditions, and removing As
atoms is essentially equivalent to adding Ga atoms.

D. STM observation

The STM images were obtained at the sample bias of
V, = —3.5 ——2.0 V with respect to the tip (grounded),
and a constant tunneling current I, =20 pA. The scan-
ning area can be in the range of 20—12000 A in the rou-
tine rneasurernent. We have observed that tunneling into
the sample empty states ( V, )0) is unstable, or only gives
a degraded resolution for the As-rich (2X4) phases in
contrast to the GaAs(110) surface. These characteris-
tics have been noted and discussed by Pashley. Keep-

ing a low doping level enhances this effect. Dual bias im-
aging has been used successfully for the Be-doped p-type
(2X4) phase by Wassermeier, and the effect is attributed
to the difference of the Fermi-level pinning position and
tip-induced band bending. The contribution to the tun-
neling current (filled states) is attributed to the double oc-
cupied lone-pair states located on the As dimers.

III. RESULTS AND DISCUSSION

A. STM images of the (2 X4) a, P, and y phases

Figures 2(a), 2(b), and 2(c) show typical gray scale STM
images of the (2X4) a, P, and y phases, respectively,
with insets showing the enlarged small area images and
the typical depth profile measured along the [110] direc-
tion. Bright features run along the [T10]direction with a
spacing d =4ao [ao =4.0 A: the unit of the
GaAs(001)1X 1 surface] measured along the [110] direc-
tion, and is divided into units of 2ao in the [110]direc-
tion, forming (2 X4) syinmetry with a unit size of 8 X 16
A . Dark lines between them are identified as As-
dimer vacancy regions as discussed by Pashley, support-
ing the vacancy model of the (2 X4) phase.

We observe several types of defects discussed previous-
ly. They are (1) complete As-dimer vacancies from the
(2X4) unit which form a dark region separated by 2ao
along the [110]direction; (2) a shift of (2X4) units by ao
along the [110]direction, which is responsible for form-
ing the c (2X 8) phases; and (3) a shift of the (2X4) units
by ao along the [110]direction, which are called "kinks"
and form an out-of-phase domain boundary in terms of
the 4Xsymmetry. Defects (1) form (2X4) units separat-
ed by d =8ao measured along the [110] direction [see
Fig. 2(c) for the definition of d]. Those kinks [defects (3)]
may form (2X4) units separated by d =3ao and 5ao, if
the kinks are not aligned along the [110] direction per-
fectly.

In the STM images, enlarged small area images and
contour profiles (Fig. 2), we can clearly see that the
(2X4) units at the outermost surface layer of the a, P,
and y phases all consist of two As dimers and two dimer
vacancies. It is interesting to note that the detailed
analysis shows that the distance between these two pro-
trusions is not exactly ao but approximately 15% larger.
Since STM images represent the electronic density of
states and not the atomic position itself, this difference
suggests that the peak position of the density of states is
slightly shifted from the As-dimer position in the [110]
direction, which is similar to the case calculated by Ohno
for the three-As-dimer model. ' This might be part of the
reason for the erroneous assignment of the STM images
to the three-As-dimer model in the past. Another reason
may be because some authors measure the full width of
the bright-imaged As dimers in the [110] direction as-
suming that the width is proportional to the number of
the As dimers in a unit when the resolution of the STM
images is not sufficient to resolve the individual As di-
mers. This procedure is obviously wrong. Also, the
number of the humps and the separation of them in a
unit must be analyzed for proper interpretation.
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FIG. 2. Typical STM images of the (a) a, (b) P, and (c) y phases (600X 900 A ) together with insets showing the magnified images
(three-dimensional representation) to show the details and their depth profiles measured along the [110]direction. In the STM im-
ages, it is evident that the bright lines are running along the [110]direction, separated typically by 4ao along the [110]direction. All
of the (2 X4) unit cells of these three phases consist of two As dimers and two dimer vacancies.
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We have found a simple rule for interpreting the STM
images correctly, which can be applied even in the case of
rather poor-resolution STM images. The rule utilizes a
relationship between the number of the As dimer in the
(2X4) unit at the outermost surface layer and the kink
geometry. The As-dimer kink is produced with a lateral
translation of the unit distance ao in the [110]direction.
Therefore, the image of As dimers must appear continu-
ous at the kink area, if the (2X4) or c (2X 8) unit consists
of three As dimers [Figs. 3(a) and 3(b)], while there
should still be a space of ao in between these two units if
the unit consists of two As dimers [Figs. 3(c) and 3(d)].
Based on this rule and a careful inspection of the kink
structures, we can rule out the possibility of the three-
As-dimer model for the (2X4) phases from the previous-
ly published STM images. Indeed, almost all previously
published STM data claiming the three-As-dimer model
fail this test, and they should be interpreted correctly in
terms of the two-As-dimer model.

In the P phase [Fig. 2(b)], the dimer vacancy rows are
straight and extend over 300 A along the [110]directions
on average before any kinks. The kinks tend to align in
the [110] direction, forming large domains extending up
to 3000 A along the [110]direction, demonstrating a high
degree of ordering in the P phase. In the a phase [Fig.
2(a)], the dimer vacancy rows are interrupted by kinks
every several dimer lengths along the [110] direction.
These kinks appear to align in the [110]direction, similar
to the P phase. The domain size of the a phase is typical-
ly 60 and 500 A in the [110]and [110]directions, respec-
tively. In the y phase, the kink density in the [110]
direction is similar to that of the a phase, but kinks dis-
tribute randomly and do not show any ordering in the

[ 110]

[ 110]

[110] direction, unlike the case for the a phase. In the
case of the y phase, there are significant portion of open
areas, where the As dimers at the outermost surface layer
are missing and the structures underneath terrace are ex-
posed. The details will be discussed in Sec. IIID. The
domain size of the y phase in Fig. 2(c) is approximately
60 and 100 A in the [110] and [110] directions, respec-
tively, which depends on the growth conditions.

We have examined the distribution of the separation of
the neighboring (2X4) units d measured in the [110]
direction. For the P phase, the nominal separation of
d =4ao is dominant (98%) with small fractions of 3ao
( & 1%) and 5ao ( & 1%). For the a phase, the result is
similar to the /3 phase with slightly higher fractions for
both 3ao (8%) and 5ao (4%), implying a slightly higher
kink density compared with the P phase. For the y
phase, the distribution of d varies greatly depending on
the detailed sample preparation conditions. The distribu-
tion of d for the case of the surface shown in Fig. 2(c) is
4ao (63%), 7ao (15%), 3ao (8%), Sao (3%), and )7ao
(11%). This result shows that the y phase is character-
ized by the small size of the (2X4) phases which are
separated from the open area typically by d =7ao.

Detailed quantitative analysis of the STM data can
yield useful information about the subsurface structures.
The depth profiles of the STM images measured in the
[110] direction for the a, P, and y phases show distinct
differences between the a and P (y) phases. Typically,
we do not see any structure between the dimers in the o.'

phase [the depth profile of Fig. 2(a)], while we regularly
observe one or two faint line protrusions in the vacancy
region of the P (y) phases [the depth profiles of Figs. 2(b)
and 2(c)]. Figure 4 summarizes the depth profile in the
As-dimer vacancy measured from the position of As di-
mers at the outermost surface layer as a function of sepa-
ration d of the neighboring (2X4) units (in unit of ao).
The measured depth for the regular (2X4) region,
d =4ao, is 2. 1+0.3 A for all a, P, and y phases. This
measured value is smaller than the expected value of 2.8
A =h, the bilayer depth of the GaAs(001) surface. We in-
terpret this as a tip effect; that is, depth-to-width ratio of
the vacancy region is too large to image the bottom.
However, in the case of the separation d &5ao, we ob-

(a}3 As dimers, 2x4 (b} 3 As dimers, c(2x8}

2{)

" uphase

~ P phase

~ y phase

(c) 2 As dimers, 2x4 (d} 2 As dimers, c(2x8}
-2.5;

FIG. 3. Schematic STM images showing the relationship be-
tween the kinks and As-dimer arrangements nearby for the 2 X4
and c(2X 8) phases, based on the two-As-dimer and three-As-
dimer models. If the unit consists of three As dimers, the As di-
mers make direct contact with the adjacent As dimers at the
kink position, while there is always a gap of one-As-dimer width
if the unit consists of two As dimers.

4 6 7 8

Separation d (ao)

FIG. 4. Plot of the depth height of the dimer vacancy region
for three different phases, measured from the position of the
top-layer As dimers as a function of the separation d (in unit of
ao).
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serve a reasonable depth in the n phase, which is approxi-
mately 2.8 A =h, while the depth in the P (y) phase is
about 1.4 A, one half of the bilayer depth (1/2h).

Since we are imaging the filled density of states, we ob-
serve the As atoms as protrusions and the dangling bonds
of Ga atoms are not imaged. When we examine the mod-
els of (2X4) phases shown in Fig. 1, no structure should
produce the depth height of 1/2h at the As vacancy re-
gions. Thus the observation of the 1/2h depth for the P
and y phases in Fig. 4 implies that there must be some
unknown subsurface structure in the vacancy region for
the case of the P and y phases. This observation provides
us with sufficient information to discuss the subsurface
structures.
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B. Dynamical RHEED analysis
of the (2 X4) a, P, and y phases

In order to fully understand the structures of the a, P,
and y phases, we calculated the RHEED spot intensities
for the possible (2 X4) models using the dynamical
theory developed by Ichimiya. ' Although it has been
known that the dynamical effect is very important for the
analysis of the GaAs(001) surface, a systematic analysis
using dynamical RHEED calculation has never been per-
formed, most likely due to the lack of detailed knowledge
of the surface structure. In the present calculation, 19
beams in the zeroth Laue zone of the [110] incidence
were taken into account. As the RHEED intensities in
the zeroth Laue zone are insensitive to the displacement
lateral to the incident direction, relaxations along the
[110]direction are not taken into account. '

Basic structure models we used for the analysis are de-
scribed in Figs. 1(a)—1(f). In general, we have assumed
that the As dimers are contracted by 0.2 A perpendicular
to the surface in order to form dimers without changing
the As-Ga bond length, and have no displacement along
the [110] direction. Other atoms were assumed to have
no relaxation from the bulk positions. We also examined
the influence of the small displacement of the atom posi-
tions to the spot intensities. The rocking curves for the
five zeroth-order Laue zone refiections (00), (0 —,'), (0 —,'),
(0 —,

' ), and (0 1) were calculated, and the spot intensities
were obtained by averaging over the incidence angle of
+0.2 .

One set of the RHEED intensity rocking curves for the
case of the Chadi's two-As-dimer model are reproduced
here, in order to demonstrate the full extent of our
dynamical calculation (Fig. 5). The parameters used for
this model in the dynamical calculation are shown in Fig.
6. These rocking curves are in good agreement with the
current experiment (10 keV), as well as those obtained by
Lasen et al. , although there are some angle shifts due
to the energy difference between their experiment (12.5
keV) and ours. We wish to point out that small changes
of these parameters do not produce significant changes in
the relative values of the spot intensities. Furthermore, it
is clearly demonstrated here that the incident angle must
be larger than 0.8 to observe the —' feature, and than 1.3
to observe the —,

' feature at all, once again disproving FP's
claim about the small angle of incidence. The fully de-

0.16—

0.08—

A R~
2 4 6 8

Angle of Incidence (deg)

FIG. 5. The calculated rocking curves for (a) (00) spot, (b)
(0 4 ) spot, (c) (0 4 ) spot, (d) (0 4 ) spot, and (e) (0 1) spot for
Chadi's two-As-dimer model [Fig. 1(b)].

tailed account of the RHEED calculation will be pub-
lished elsewhere.

In order to compare qualitatively the theory and ex-
periment, we used a photomultiplier with pinpoint fiber
optics to measure the RHEED spot intensities. The ob-
served RHEED patterns taken at room temperature are
plotted in Figs. 7(a), 7(b), and 7(c) for the a, P, and y
phases, respectively, corresponding the STM images in
Fig. 2. They were then debroadened to compare with the

110

001
110

FIG. 6. Parameters used for Chadi's two-As-dimer model
[Fig. 1(b)] for the dynamical RHEED calculation. Contrac-
tions of the As dimers (two on the top layer and one at the third
layer) are all the same 0.2 A.
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(a) e phase

:;:yX+p

(b) P phase (c) y phase

PJ

A ~

C4 ~ I

0 1/4 2/4 3/4 1

(d) e phase
0 1/4 2/4 3/4 1

(e) P phase

t

0 1/4 2/4 3/4 1

(f) y phase

FICx. 7. Experimental RHEED patterns for the (a) a, (b) P,
and (c) y phases and their debroadened spot intensity profiles
for (d) a, (e) P, and (f) y phases. The results are in good agree-
ment with the description by FP (Ref. 10).

theoretical results and are plotted in Figs. 7(d), 7(e), and
7(f) for the a, P, and y phases, respectively. We confirm
the characteristic features in the RHEED spot intensities
as reported by FP. ' The —' feature is weak for the a
phase and relatively strong for the P phase with respect
to the —,

' and —,
' intensities. It is almost absent for the y

phase.
The results of calculated spot intensities are summa-

rized in Fig. 8. For the case of two-As-dimer model of
Chadi [Fig. 1(b)], we calculated both without [Fig. 8(bl)]
relaxation and with [Fig. 8(b2)] relaxation calculated by
NF."' For the case of the two-As-dimer model for the a
phase proposed by FP, ' we calculated for cases of [Fig.
8(c)] without the second-layer Ga dimerization or relaxa-

I

0 1/4 2/4 3/4 1 0 1/4 2/4 3/4 1

(a)three As-dimer {b1)two As-dimer
model (Chadi) model (Chadi)

cn

C

C5

0 1/4 2/4 3/4 1

(b2) two As-dimer
model (Chadi)
(relaxed)

( s i I

0 1/4 2/4 3/4 1 0 1/4 2/4 3/4 1 0 1/4 2/4 3/4 1

(c)two As-dimer {d}two As-dimer (e)two As-dimer
model(Chadi, model(Farrell model(Northrup
unstable) and Palmstrom) and Froyen)

0 1/4 2/4 3/4 1 0 1/4 2/4 3/4 1

(f)extra As-dimer (g) two As-dimer
model(Farrell model (Chadi)
and Palmstrom) (kinematical result)

FICx. 8. Calculated RHEED spot intensity profiles for vari-
ous models (a)—(f) using the dynamical theory being discussed in
this text. (g} is based on the kinematical calculation.

tion proposed by Chadi [Fig. 1(c)], [Fig. 8(d)] with the
second-layer Ga dimerization but without relaxation, by
FP [Fig. 1(d)],' and [Fig. 8(e)] after full relaxation by NF
[Fig. 1(e)]. We also show the result of the kinematical
calculation for this model taking second layer into ac-
count [Fig. 8(g)].

The three-As-dimer model proposed by Chadi [Fig.
l(a)] gives a weak intensity for the —' fractional-order spot
[Fig. 8(a)], in contrast to the result by kinematical calcu-
lation. ' We do not find noticeable changes by varying
the contraction of the As dimers from —0.4 to —0.05 A.
The inward relaxation of the second-layer Ga atoms hav-
ing dangling bonds (up to 0.8 A) yields weak intensities
for 4' and 4 spot intensities, and does not agree with the
experiment. More importantly, the three-As-dimer unit
is not consistent with our STM images of the a, p, or y
phases (Fig. 2).

McCoy et al. analyzed the (2X4) unit structure by
fitting the experimental rocking curves with the calculat-
ed ones using the dynamical RHEED theory. '" They
used Chadi's three-As-dimer unit [Fig. 1(a)] and allowed
the relaxation of the first- and second-layer atoms to
achieve the best fit of the rocking curves. They conclud-
ed that the center As dimer is contracted by 0.2 A per-
pendicular to the surface (rumpling), and the second-
layer Ga atoms have both in-plane and perpendicular re-
laxations. '" They claimed that the rumpling agrees with
the STM observation by Gallagher, Prince, and Willis.
However, the separation between two protrusions ob-
served by Gallagher, Prince, and Willis in their high-
resolution STM images can be measured to be approxi-
mately 5 A, although they are not explicitly stating the
value in their paper. The separation of the two pro-

0

trusions is 2a0 =8.0 A expected from the rumpling
claimed by McCoy et al. ,

' and it does not agree with
the STM observation. In their dynamical analysis,
McCoy et al. used the normalized curves to fit each
fractional-order spot, neglecting the absolute value of
spot intensity. ' Although the normalized intensities and
intensity peak positions of their fitted rocking curves
agree well with the experimental curves, the spot intensi-
ties using their fitted atom positions are similar to the re-
sults obtained for Chadi s three-As-dimer unit without
relaxation [Fig. 1(a)]. The main difference is that their
coordinates yield only one quarter of intensity for the —,

'
spot compared with the one for Chadi's model [Fig. 8(a)].
This is one of the confusions we discussed in Sec. I and
are trying to resolve. The extra As-dimer model of (Ref.
10) [Fig. 1(f)] gives the weak —, spot intensity, similar to
the case of the three-dimer model [Fig. 1(a)] and does not
agree with any experimental results.

The two-As-dimer model proposed by Chadi [Fig. 1(b)]
gives a nearly equal intensity for the 4', 4 and
fractional-order spots [Fig. 8(bl)] and is consistent with
the P phase [Fig. 7(b)]. Changing the contraction of the
As dimers from —0.4 to —0.05 A results in approxi-
mately 20% variation of the zeroth spot intensity, and
the best fit to the experiment is obtained at the contrac-
tion value of approximately —0.2 A. The kinematical
calculation for this model, taking only the first layer into



4208 HASHIZUME, XUE, ICHIMIYA, AND SAKURAI

account, produces the same results with two-As-dimer
model discussed by FP, ' namely zero intensity for the —,

'
spot intensity. However, since they are only three out of
four pairs of Ga atoms in the second layer, an interfer-
ence effect is expected between the diffractions from the
first and second layers, and the intensity of the
reciprocal-lattice rods oscillate sinusoidally as a function
of reciprocal-lattice coordinate normal to the surface
(k, ). If we consider the case of a less-ordered surface,
the intensity of the reciprocal-lattice rod should be aver-
aged and we obtain the spot intensities shown in Fig. 8(g).
The averaged spot intensities for the (00, (0 —,'), (0 —,'),
(0 —,') and (01) spots by the kinematical calculation for
Chadi's two-As-dimer model are 13, 3, 1, 3, and 13, re-
spectively [Fig. 8(g)], as the sum of the spot intensities
calculated kinematically for the two-As-dimer unit (4, 2,
0, 2, and 4) and the three-As-dimer unit (9, 1, 1, 1, and 9).
As a result, we observe nonzero —,

' spot intensity even for
the kinematical calculation for Chadi s two-As-dimer
unit. The dynamical effect further enhances the —,

' spot
intensity, resulting in a good agreement with the p-phase
data [Figs. 7(b) and 7(e)].

NP recently extended their first-principles calculation
to Chadi's two-As-dimer model. We have also calculat-
ed the spot intensities based on the detailed coordinates
calculated by NP. The result is shown in Fig. 8(b2).
We do not observe significant differences from the origi-
nal model [Fig. 8(bl)] and find that the present method is
not sensitive with the exact coordinates of the individual
atoms but is mainly determined by the overall arrange-
ment of the atoms of each atomic layer. We are able to
compare the calculated rocking curves with those ob-
tained experimentally by McCoy et al. ' We obtain a
good agreement in the peak positions of the rocking
curves as well as the absolute value of the spot intensities
without significant relaxation. The full accounts of the
dynamical RHEED investigations of the GaAs(001)-
(2 X 4) phase will be published elsewhere.

Various two-As-dimer models with four pairs of Ga
atoms in the second layer, proposed by Chadi [Fig.
8(c)], FP [Fig. 8(d)], ' and NF [Fig. 8(e)) (Ref. 42) yield
a weak-intensity 2/4 fractional-order spot in general,
which is consistent with that of the u phase [Figs. 7(a)
and 7(d)]. Although the —' spot intensity is almost absent
for all the cases, the —, spot intensity is sensitive to the di-
merization of the two Ga atoms in the second layer [Figs.
8(c) and 8(d)]. By changing the distance of Ga atoms
from 4.0 [Fig. 8(c)] to 3.9 A, the —,

' spot intensity
changes from 1 to —,

' relative to the zeroth spot intensity.
Since the spot intensities are not so sensitive to the relax-
ation (except for the dimerization) of the second-layer Ga
atoms, the difference between the FP [Fig. 8(d)] (Ref. 10)
and NF [Fig. 8(e)] (Ref. 42) units may not be discussed
based simply on the spot intensity analysis, and must in-
volve the detailed analysis of the rocking curves. How-
ever, we weigh the theoretical calculations by NF and
thus prefer the NF model. Another reason is that the
model by NF appears to enable us to explain better the
MEIS experiment of Falta et al. , which will be dis-
cussed in Sec. IIID. The present assignment for the a

and p phases is also consistent with the depth profile
measurement shown in Fig. 4.

In the case of the y phase where individual domains
are small and are separated typically by d =7ao, the
kinematical calculation can be justified, due to the dimin-
ishing dynamic effect, and the RHEED pattern should
yield the diminishing —fractional-order spot [Fig. 8(g)]
and indeed this agrees well with spot intensities [Fig.
7(c)].

Based on these STM and RHEED results, we propose
structure models for the a, p, and y phases as follows.
The a phase is the two-As-dimer model proposed by NF
[Fig. 1(e)], the P phase the two-As-dimer model pro-
posed by Chadi [Fig. 1(b)] and the y phase is the locally
ordered P phase.

C. Transition from the c (4 X4) to (2 X4) y phases

In order to analyze the detailed structure of the open
area in the (2X4) y phase, we grew the c(4X4) and
(2X4) y phases, as well as their mixed phases using
migration-enhanced epitaxy (MEE). This method de-
vised by Horikoshi, Kawashima, and Yamaguchi, has
the following advantages: (1) surface migration of Ga is
enhanced much more than the case of the regular MBE,
and the surface topography is smooth enough to observe
the atomic structure by STM even right after quenching
the sample just after growth; and (2) the surface
stoichiometry can be controlled easily by changing the As
and Ga shutter opening durations. Figure 9 shows the
surface changes as we increase the As4/Ga Aux ratio
from 20:1 for the c (4 X 4) phase [Fig. 9(a)] to 15:I for the
mixture of the c(4X4) and y phases [Fig. 9(d)], at a
sample temperature of 500 C. Similarly, we could obtain
the (2X4) y phase at the As4Ga fiux ratio from 12:1.

FIG. 9. A series of the STM images taken for the study of the
transition from the most As-rich c (4 X 4) phase to the y phase
making a good use of the MEE advantage of controlling the sur-
face stoichiometry. The As4/Ga Aux ratios are (a) 20:1, (b) 18:1,
(c) 17:1,and (d) 15:1.
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The STM image in Fig. 9(a) is typical for the c (4X4)
phase. The unit has periodicities of 4ao and 2ao in the
[110]and [110]directions, respectively, forming c (4X4)
symmetry. The structure model for the c(4X4) phase
proposed by Biegelsen et al. ' and accepted by many au-
thors is shown in Fig. 10. This model consists of three As
dimers on the As atoms in a c (4X4) unit forming the As
double layer. In order to compare our data with the
model, we plotted the depth profile of the c (4X4) phase
along the [110] and [110] directions in Figs. 11(a) and
11(b), respectively. Figure 11(c) shows the depth profile
of the (2X4) y(P) phase for comparison. The pro-
trusions observed by STM along the [110]direction show
two peaks (not three) separated by 2ao, which is con-
sistent with the model of Biegelsen et al. ' realizing the
enhanced electronic density of states at the corner As di-
mers. The periodicity of the protrusions in the depth
profile along the [110] direction is consistent with the
model. Based on STM analysis, we confirm the structure
model proposed by Biegelsen et al. for the c (4 X 4)
phase. ' We note that the ordering of the c(4X4) phase
is not perfect, and the number of As dimers can be two
or even one per unit, similar to the missing dimer defects
in the case of the (2X4) phases. Also, we observe As di-
mers which are shifted by ao toward the [110] direction,
similar to the kink defects in the (2X4) phase. By vary-
ing the number of As dimers in a unit cell, this model can
readily explain experimental results observed by x-ray
diffraction. We also observe the local p(2X2) area
with two As dimers in a unit, which was first reported by
Biegelsen et al. '
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FIG. 10. Schematic of the c {4X4)phase proposed by Biegel-
sen et al.
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FKl. 11. Plots of height profile for (a) c(4X4) in the [110]
direction, (b) c (4 X4) in the [110]direction, and (c) (2 X4) in the
[110]direction.

If we compare the image width of the dimers along the
dimerization direction between the c(4X4) [Fig. 11(b)]
and (2 X 4) [Fig. 11(c)] phases, we see that the As dimers
in the c(4X4) phase are narrower than those in the
(2 X 4) phase. This results in the marked difference in the
STM image between the As dimers in the c(4X4) phase
and those in the (2X4) phase: the former is imaged to be
small round protrusions, while the latter is of the ordi-
nary oblong shape. We believe that the difference in the
chemical surroundings of As dimers in the c (4X4) phase
and those in the (2X4) phase is responsible for the
difference in the spatial distribution of the dangling-bond
electronic states, and thus results in significantly different
STM images. We also note that the As dimers in the
c (4X4) phase are bonded to the As atoms and that there
is no charge transfer expected from the second layer to
the first layer, producing neutral As dimers on the sur-
face. In contrast, the As dimers in the (2X4) phase are
bonded to the Ga atoms, and charge transfer from the
second layer is expected, resulting in the charged up As
dimers. The difference in the electronic density of states
has been observed and discussed by Larsen, Neave, and
Joyce in their ultraviolet photoemission spectroscopy
(UPS) study. ' They observed a shallower and larger sur-
face states peak for the (2X4) phase than for the c (4X4)
phase, which appears to be consistent with the STM im-
age size difference between the As dimers in the y(P) and
c (4 X 4) phases. Unfortunately, there has been no
theoretical calculation showing the mapping of density of
states from which we can discuss the details of the STM
image difference.

After understanding the difference of the STM image
between As dimers in the c(4X4) unit and those in the
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(2X4) unit, it is straightforward to understand the pro-
cess of the c(4X4) phase transferring to the (2X4) )
phase under lesser As conditions. Even in the c(4X4)
phase transferring to the (2X4) y phase under lesser As
conditions. Even in the c (4 X 4) phase, there are islands
nucleated with the 2X4 unit structure [Fig. 9(a)]. When
a slightly less As-rich condition is used, we observe more
areas with the (2X4) unit compared with Fig. 9(a) [Figs.
9(b)—9(d)]. A series of MEE experiments with different
As4/Ga fiux ratios shows that the (2 X 4) area becomes
dominant with decreasing As~/Ga fiux ratio, and finally
the surface becomes identical to the y phase grown by
MBE [Fig. 2(c)] at the As4/Ga fiux ratio of 12:1. In be-
tween the nucleated islands of the (2X4) phase, we still
see the remaining c(4X4) phase (Fig. 9). These observa-
tions naturally lead to the conclusion that the (2X4) y
phase is formed by replacing c{4X4) units with {2X4)
units under lower As conditions. Actually, if we examine
the open areas in the y phase, we frequently observe sub-
surface structures, and the depth of those are measured
to be approximately 1.4 A ( =1/2h), which is shown in
Fig. 2(b) and also shown systematically in Fig. 4. Thus
we conclude that in the open area of the y phase are the
remaining As dimers on the third-layer As atoms, similar
to the As double layer of the c (4 X4) phase.

We have studied possible structures of the open area of
the y phase for the separation d=5a0, 7a0, and 8a0.
Figure 12 presents the structure models for those we
identified based on the STM data. The abundance of the
individual structures varies depending on the preparation
conditions. We find that the structure (a) is most abun-
dant ( ) 90%%uo) for the case of d =7o, for example.

D. Structure model for the (2X4) a, P, and y phases

Based on the STM observations and dynamical calcula-
tion of the RHEED spot intensities, we propose the fol-
lowing unified model for the (2X4) a, P, and y phases
(Fig. 13): The a phase is the two-As-dimer model pro-
posed by FP, ' with relaxation incorporated by NF.
The 13 phase is the two-As-dimer model proposed by
Chadi. The y phase is merely a mixture of the P phase
and the c (4X4) phase.

In all the methods we used for preparing the surface
(Sec. II), we expect significant amounts of mass transfer
of As atoms between the surface and vacuum as well as
on the surface. Therefore, the surface is nearly under
steady-state conditions, and removing As atoms is essen-
tially equivalent to adding Ga atoms. For the case of the

y phase, the open area with the local double layer of As
has an As coverage up to 1.75 ML, the same as that of
c (4X4) and the (2X4) region has an As coverage of 0.75
ML (one As dimer per unit in the third layer). Thus the

y phase, the mixture phase of the c(4X4) and (2X4) y
phases, can exhibit the As surface coverage between 1.75
and 0.75 ML. Once the sample preparation condition is
chosen, the surface stoichiometry and the domain ratio of
the c(4X4) and (2X4) y phases are determined. The
surface coverage of As for the (2X4) a, P, and y, and
c (4 X4) phases are typically 0.5, 0.75, 1, and 1.75 ML, re-
spectively. This agrees very well with previous results.

lkNLW

d=7ao
(a)

d=7ao

(b)

~ ~ ~ As o ~ Qa

(c)
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FIG. 12. Schematic representation of possible atomic struc-
tures of the open areas observed for the y phase. The faint line
structures being observed in the darkly imaged open areas show
the As double layer: the building block of the c (4X4) phase.

(b)

FIG. 13. Typical STM images and proposed structure models
for the (a) o., (b) P, and (c) typical ) phases.
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The unified model proposed here for the c(4X4) and
(2X4) a, P, and y phases may explain the most recent
MEIS results by Falta et al. by considering the fact
that the Ga atoms exposed to the ion beam increase in
the order from the c (4X4) to y, P, and a phases, succes-
sively. The disagreement Falta et al. pointed out, re-
garding with the As top-layer models, concerns the abso-
lute value in the As/Cia intensity ratio for the (2X4) a
phase. However, in NF's two-As-dimer model for the a
phase, all first-layer As dimers, and the second-layer Ga
and third-layer As atoms are shifted from the original po-
sitions; therefore, this should reduce the blocking of the
scattering intensity from the sixth-layer Ga atoms which
increases the Ga intensity, especially slightly off of the
blocking angle, and resolve the intriguing discrepancy.

IV. CONCLUSIONS

In conclusion, we have performed simultaneous STM
and RHEED studies of the MBE- and MEE-grown As-

rich GaAs(001)-c(4X4) and -(2X4) a, P, and y phases,
and proposed a model. The unit cell of the a, P, and y
phases all consist of the two As dimers and two dimer va-
cancies, and the a and P phases have difFerent second-
and third-layer structures. The a and P phases can be ac-
counted for best by Chadi's two-As-dimer model and
Northrup and Froyen's two-As-dimer model, respective-
ly. The y phase is the locally ordered P phase with frac-
tions of the c (4X4) phase.
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