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Field- and temperature-dependent surface resistance measurements at 12.9 GHz are reported for poly-
crystalline Hg-Ba-Ca-Cu-O, which was found to consist primarily of the HgBa,CaCu,0O¢,s and
HgBa,Ca,Cu;05. 5 phases. A small amount of a third phase, most likely HgBa,Ca;Cu,O,.+5 was also
detected. With variation of the angle W between the applied field and current density, the low-
temperature data exhibit large flux-flow resistivity that varies approximately as sin’(¥), while at high
temperatures, the dominant field- and temperature-dependent response is attributed to isotropic phase-
slip losses in intragranular defects. For temperatures just below the transition temperature of the two-
layer phase, very small flux flow is evidenced. This result is consistent with an effective H,, of unusual

size, suggesting a dirty-limit value for H,,.

I. INTRODUCTION

In a recent paper, Thompson et al.! successfully ap-
plied the theories of Bulaevskii, Ledvij, and Kogan,? and
Kogan et al® describing the impact of vortex fluctua-
tions on the magnetization of Hg based high-temperature
superconductors. As a result, these authors were able to
obtain information relating to the temperature depen-
dence of the London penetration depth, the upper critical
field H,,, and the coherence length £. In this paper, we
explore the field and temperature dependence of the
high-frequency surface resistance, which is sensitive to
these parameters. Interpretation of the data suggests that
microsyntactical intergrowth gives rise to a sort of “dirty
limit” enhancement of the critical field H,,, significantly
reducing the flux-flow losses in the lower transition tem-
perature two-layer phase HgBa,CaCu,O¢ 5.

The surface resistance, R;, although a less intuitive
probe of the resistivity than direct resistivity measure-
ments, is frequently less limited than dc resistivity mea-
surements in revealing the role of multiple phases,* and
perhaps more importantly, the manifestation of pinning.
Understanding pinning is of immediate importance to the
potential application of these materials. Microwave fre-
quency fluxon response amplitudes are very small,® as
compared to macroscopic flux displacements encountered
in dc or in low audio frequency measurements. As a
consequence, the motion of fluxons in response to
Lorentz forces is approximately equivalent to the
response of unpinned fluxons, even if the fluxons are
effectively pinned at dc or low audio frequencies. It is
also the case that nonrectilinear percolative current paths
which may be expressed in dc experiments, may cause a
“smearing” of the Lorentz force angular dependence,
tending to obscure the roles of different dissipation
modes. In the case of the contactless microwave frequen-
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cy experiments in which resonant cavities are employed,
the current path in the sample depends on the spatial
homogeneity of the rf magnetic field which induces the
surface currents. For rectangular resonant cavities, sin-
gle low-order modes are employed; this results in rectilin-
ear current paths, even in somewhat irregular or poly-
crystalline samples which are typically much smaller
than the microwave wavelength (~2 cm) in the present
case. As a consequence, the microwave experiments are
effective in their ability to ‘“‘sort out” a number of effects.
This will be illustrated by the angular dependencies of an
electron spin resonance signal, arising from uncoupled
Cu 3d electrons, and the angular dependence of the “con-
ventional” Bardeen-Stephen flux flow,” which is particu-
larly evident in the low-temperature data. At high tem-
peratures, near the transition temperature, the angular
dependent surface resistance is dominated by an isotropic
dissipation whose origin is attributed to an axially sym-
metric phase-slip loss arising from defected Cu-O planes
which are thought to form nanoscale intragranular
Josephson junctions.2!! Theoretical models for the sur-
face resistance, particularly for high-temperature super-
conductors, remain controversial; in this paper we will
explore the Coffey-Clem!?”'* model, and introduce a
variation of that model which features a different expres-
sion for the vortex resistivity which, in a limiting form,
has been shown able to describe the dc resistivity of a
variety of high-temperature superconducting materials.
In the limit of a defectless material, the resistivity model
reduces to conventional flux flow. One of the conse-
quences of this modification is that the field-dependent
flux-flow response will exhibit a “renormalized” charac-
ter which leads to a field-dependent maximum in the
difference between the “maximum Lorentz force” (MLF)
and the “zero Lorentz force” (ZLF) field-current
configuration responses. The two-phase character of the
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material required the combination of several parameters
to form an effective medium theory capable of describing
the results. One of the primary interesting features of the
data is very small conventional flux-flow response for
temperatures just below the transition temperature of the
two layer phase. These results are in contrast to the rela-
tively large flux-flow responses observed for temperatures
just below the transition temperature of the three layer
phase, and the composite response observed at low tem-
peratures. The suppression of the flux flow is attributed
to a sort of “dirty limit” value for the composite upper
critical field.

II. EXPERIMENT

Polycrystalline Hg-Ba-Ca-Cu-O samples were prepared
by the following procedure: the precursor pellets of
Ba,Ca,CuO, and Hg reservoir pellets of HgO mixed with
Ba,Ca,CuO, precursors were sealed together in a quartz
tube and heated to 860 °C, held at 860 °C for 5 h and slow
cooled. The details of the procedure were reported else-
where.!> Samples were cut into thin rectangular slabs
with typical dimensions of 1X1X0.1 mm®. The samples
were mounted, using silicone vacuum grease, to the end
wall of a TE,, resonant cavity. The samples were
covered with a thin coat of this grease which we found
reduced their tendency to decompose in humid air. Once
installed in the cavity, they were exposed only to inert
(helium) gas, and kept below 180 K. These precautions
were important, as it was observed that unprotected sur-
faces decomposed rapidly when exposed to room-
temperature humid air. The applied field, variable to a
maximum of 1.9 T, was applied in the plane of the sam-
ple, and could be rotated in that plane. The power input
to the cavity was maintained at a fixed level, typically
~150 mW, giving rise to an rf field amplitude ~0.1 G.
The temperature was controlled using helium gas flow,
and a heater which is integral to the cavity assembly.
Temperature set points were held within errors of ~10
mK during field sweeps through use of a temperature
sensitive capacitance thermometer.

III. EXPERIMENTAL RESULTS

In Fig. 1, temperature induced changes in the surface
resistance are illustrated using an rf frequency of 12.9
GHz. The data unambiguously indicate two transitions;
the high-temperature phase has a transition temperature
TV of approximately 134.5 K, while the lower transition,
T!?), occurs at approximately 120 K. There is an indica-
tion of a third phase at approximately 125 K, although
the signal it yields is of such relative size suggesting a
much smaller fraction.

Figure 2 summarizes the observed changes in the sur-
face resistance with the applied field parallel to the rf
current density in the sample plane. In this
configuration, the rf magnetic field is perpendicular to the
static field, satisfying the requirements for electron spin
resonance. It is evident that there is a significant number
of unpaired paramagnetic copper 3d electrons, which
resonate with an intensity which varies as 1/7. The two
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FIG. 1. Temperature induced change in the surface resis-
tance for B =0. Two transitions are immediately evident, at ap-
proximately 134.5 K (HgBa,Ca,Cu;03:5) and 120 K
(HgBa,CaCu,;04+5). A small amount of a third phase, most
likely HgBa,Ca;Cu 0,945 is noticed at approximately 125 K.
The solid line is the modeled response, which does not include
the small third phase contribution. The data include the
temperature-dependent cavity background, which varies
smoothly with temperature.
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FIG. 2. Temperature dependence of field induced changes in
the surface resistance of polycrystalline two phase Hg-Ba-Ca-
Cu-O. The  high-temperature  three layer  phase,
HgBa,Ca,Cu;04. 5, exhibits an onset temperature of 134.5 K,
while the two layer phase, HgBa,CaCu,0q 5, is evident at 120
K. In this case, the field is applied parallel to the current in the
zero Lorentz force configuration. At low temperatures, the dis-
sipation is dominated by an electron spin resonance due to Cu
spins, since in the ZLF configuration the rf magnetic field is per-
pendicular to the applied field. The field induced changes, pro-
portional to AR, are systematically smaller than for the max-
imum Lorentz configuration data illustrated in Fig. 3.
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major phases are evidenced by large changes in the field-
dependent response at temperatures just below the onset
temperatures 7.’=134.5 K and T/*=120 K.

Data with the rf current perpendicular to the field are
illustrated in Fig. 3. In these data, the electron spin reso-
nance is greatly attenuated. If the rf field were perfectly
aligned parallel to the dc field, the resonance would be ex-
pected to vanish. The data suggest a field misalignment
of ~1°. The responses observed in this configuration are
of the same order of magnitude as those in Fig. 2. It is
important to note that the near vanishing of the electron
spin resonance confirms the spatial homogeneity of the rf
magnetic field, and by Ampere’s law, the induced rf
current density. Thus the large responses observed in
Fig. 2 are not due to percolative or meandering current
paths in the sample surface. This behavior is not unusu-
al, as it has previously been reported for melt-textured!®
Gd-Ba-Cu-O. The applied fields are also too large to ex-
pect any impact of flux entanglement.!” 20

Two field scans, with B parallel and perpendicular to
the current density at 130.5 K are illustrated in Fig. 4.
The difference of these scans is also given. The electron
spin resonance is clearly evidenced in the parallel
configuration, but is not observed in the perpendicular
scan, confirming the rectilinear character of the rf mag-
netic field and the induced current density. The difference
of these scans, due to flux flow, exhibits a maximum at an
applied field of approximately 0.8 T. This maximum is a
consequence of the “renormalization” of the flux flow by
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FIG. 3. Temperature dependence of field induced changes in
dissipation proportional to AR,, with BLJ in the maximum
Lorentz force configuration. Here, the electron spin resonance
is noticeable only at the lowest temperatures, and may have re-

sulted from less than %° field misalignment. The data in this

case (plotted to the same scale as in Fig. 2) although systemati-
cally larger than those of Fig. 2 are the same magnitude, except
at the field for the electron spin resonance. The dramatic
difference in the resonant response is characteristic of a uni-
directional rf magnetic field, which as a consequence of
Ampere’s law produces a perpendicular rf current density in the
sample plane.
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FIG. 4. Field-dependent responses at 7"=130.5 K with the
applied field parallel and perpendicular to the rf current. Also
illustrated is the difference between these two signals. The
difference, which may be attributed to flux flow, exhibits a max-
imum at approximately 1 T. These data illustrate the renormal-
ization of the response which phase-slip resistivity provides.
This results because the phase-slip and the flux-flow contribu-
tions have different field (and temperature) dependencies.

the phase-slip resistivity. This results because the phase-
slip resistivity increases more rapidly with applied field
than does the flux-flow contribution. This feature will be
treated below in some detail.

The data in Fig. 5 result from rotations of the applied
field in the a-b plane, at a fixed field of 1 T, as a function
of temperature. For temperatures very close (as T— T,
from below) to the highest transition temperature, Tc“),
the rotation data tend to be isotropic, as the phase-slip
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FIG. 5. Field induced changes in the dissipation resulting
from rotations of the applied field in the sample plane relative to
the current direction in a fixed field of 1 T. Near each transition
temperature, the response tends to be isotropic, with a superim-
posed angular dependent response which is proportional to
sin(¥), and vanishes as the onset temperature is approached.
At low temperatures, the isotropic response is greatly reduced,
and the sin?(¥) response which is due to flux flow is dominant.
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resistivity renormalization dominates the flux-flow contri-
bution. This behavior is both typical for high-
temperature materials, and in contradiction to models for
the surface resistance which include flux flow or flux
creep as the only dissipation mechanism. Such models
generally lead to a maximum in the fixed field rotational
response at the onset temperature, or more precisely at
T.(B).

A specific angular-dependent response in the high-
temperature phase is illustrated in Fig. 6, at T =130.5 K.
The data reveal a response which is accurately propor-
tional to sin?(¥) added to a constant b. The isotropic
“background” (b) is attributed to the phase-slip resistivi-
ty, which is dominant. Here, the data were scaled by a
constant factor, a consequence of the feature that the mi-
crowave system employed is not easily calibrated. The
solid white line is the computed response. With a con-
ventional flux-flow model, the angular dependent
response would be described with b ~0, since the dissipa-
tion would tend to vanish in the ZLF configuration.

In Fig. 7, the data over a limited temperature range
emphasizing the transition region for the highest temper-
ature phase at a fixed field B =1 T with both ¥=0, and
/2 is illustrated along with the modeled surface resis-
tance changes (solid lines) as given by the Coffey-Clem
model with no junction contribution. It is evident that
the model in this limit does not provide an accurate rep-
resentation of the data. The temperature-dependent
response at a fixed field B =1 T with both ¥=0 and 7 /2
is illustrated in Fig. 8, over the full temperature range of
interest; the solid lines are model computations which in-
clude a contribution from junctions. This model fails to
describe the data near T'=125 K because it includes the
contributions from only the two dominant phases. These
data emphasize the near vanishing of the flux-flow
response for T near 115 K. It is also evident that the
flux-flow contribution of the three layer phase is com-
paratively quite large, for temperatures several degrees
below T!!. With the exception of temperatures near 115
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FIG. 6. Angular dependent response with B=1 T at 130.5 K,
for the high-temperature phase. The data indicate a large iso-
tropic signal with a superimposed flux-flow response which
varies closely as sin’ (W). The solid white line is the computed
response, and the experimental data were scaled by a constant
factor.
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FIG. 7. Unmodified Coffey-Clem model computations for the
field-induced change AR; at a fixed maximum field B=1 T are
illustrated over a limited temperature range, showing the nar-
row temperature-dependent response typical of a flux-flow mod-
el. The response computed for J||B was multiplied by a factor
of 10% the data for both orientations were scaled by a constant
factor selected to make the peak heights of the BlJ
configurations match. The unavoidable conclusions are that Ag
is far too small, the flux-flow response varies too rapidly as a
function of temperature, and the model does not describe the
B =0 transition width. The data here and in Fig. 1 give a transi-
tion width of approximately 5 K.
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FIG. 8. Temperature dependence of the field-induced change
AR; at a fixed maximum field B=1 T with the field parallel and
perpendicular to the rf current. The data clearly reveal the two
phases, as indicated by the rapid rise in the dissipation at tem-
peratures corresponding to the transition temperatures. The fits
are indicated by the solid lines. For temperatures
TP <T<T, the data show a large difference between the
ZLF and MLF field-current configurations. This is in contrast
to the data for T near but below 72, In this region, the data in-
dicate a near vanishing of flux flow, accompanied with a large
phase-slip contribution. This reduction is a consequence of a
large effective H,, and large phase-slip renormalization. The fits
(using one set of parameters) fail to describe the data in a small
temperature range near 125 K. This is due to a small concentra-
tion of a third phase, most probably four-layer
HgBa,Ca;Cu 0,9+ 5.



51 FIELD- AND TEMPERATURE-DEPENDENT SURFACE. ..

K, this model, including the junction contributions, de-
scribes all trends and details with considerable accuracy.
The model is discussed in detail in the following section.

IV. ANALYSIS

Following Coffey and Clem, the surface resistance R; is
expressed in terms of two complex penetration depths,
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}\',},=)\,1,},+i}\,27 and }\'B:KIB_FI.A'ZB’
R, =opo{sin* (¥)A,, +cos’ (W)} , (1

with © the angular microwave frequency, B the applied
field, T the temperature, and W the angle between the ap-
plied field and the rf current density in the sample plane.
The several relationships are defined:

A(w,B,T,@)={AXB,T)+(i/2)[82(B,T,0)+8},(B,T,0,J)1} /{1—2iA*B,T)/8,;(B,T,0)} , )
Ay, B,T)={AXB,T)+(i/2)[82;(B, T,0)cos*(0)+8%;(B,T,0,J)]} /{1—2iAB,T)/8,,(B,T,0)} , 3)
82,(w,B,T)=(2p, /pow)/{1—[1—(T /T, }*1[1—B /(Ho[1—(T/T,)*1/[1+(T/T,*D]} , (4)

MT)=M0)/(1—T/T,)"/*,

wo, T)=1/9{1+[—ion/ak,,+1/IF[U1—T/T,)?/B]-1)]" '}, (6)

prrl@)=Boyo,T) ,

77=(P()HC2/P,, ’
ng(B, T,0)=2pr(B,T,0) /oo ,
8%(B,T,0,J)=2p, (B, T,J) /o .

Here k, is the force constant to the pinning potential,
a=1I,(v)/Iy(v), where I, is a modified Bessel function
with v=U(1—T/T.)*’?/B. For a field in the sample
plane, 6= /2. The results are very insensitive to k,, and
U, provided that k,, is small, and U is finite. It is impor-
tant to note that in the limit for which k,,—0, u=1/7,
and p,(w)=p,B/H_, In this limit, the Coffey-Clem
theory simplifies to a two fluid model including a com-
bination of conventional flux flow, and effects due to the
London penetration depth. Results for typical parame-
ters are included in Fig. 7 for B parallel and perpendicu-
lar to the rf current density. The several constants em-
ployed in evaluating these functions are given in Table I.
It is clear that this model does not yield an accurate
description of the experimental results, particularly for
V¥ =0 with B||J. For this case, the shape of the response
is very different, and the amplitude is several orders of
magnitude too small. Including the features described
with finite «,, leads to a smaller computed response. The
results of Bonn et al.?! are of particular relevance. These
authors carried out both dc measurements of the resis-
tivity, and surface resistance measurements on the same

TABLE 1. Superconducting parameters obtained from the
surface resistance model for polycrystalline multiphase Hg-Ba-
Ca-Cu-O.

T, H.y Ar B, MT=0) p(T.)
(K) (T) (™ (T) (pm) (1Q m)
134.5 320 4150 0.33 0.12 15.0
119.5 620 6350 0.35 0.12 15.0

@)
(8)
9)
(10)

sample of Y-Ba-Cu-O. Their results were that the B =0
transition region could be described with considerable ac-
curacy by computing the conventional classical surface
resistance R, =[wugp(T)/2]'/%. Thus the surface resis-
tance was shown to be a reliable indicator of the dc tran-
sition width. By obvious extension, near the transition
temperatures, we might expect the field broadened sur-
face resistance to be dominated by dc resistivity effects.
The Coffey-Clem theory does not include a model for a
finite dc transition width; as a result, AR, /AT is overes-
timated. In a recent paper, Yeh et al.?? employed the
Coffey-Clem model for modeling of high field surface
resistance data, but used the Ambegaokar-Baratoﬁ~23
model for B =0. Losses in the grain boundary junctions
treated for B =0 were ignored for B >0. The B =0 mod-
el employed by these authors was not extended to include
field dependence. The model we employ, in a
modification of the vortex resistivity, also has its origin in
intrinsic junctions. Since H,,, for the Nd-Ce-Cu-O is ~8
T, the high field surface resistance data of Yeh et al.
could be expected to be dominated by flux-flow effects, as
described by Coffey-Clem. Yeh did not include data for
small B, or data with B||J in the ZLF configuration. In
order to effectively describe the data reported here, which
are typical of polycrystalline materials, it was necessary
to extend the resistivity model included in the Coffey-
Clem analysis, which incorporates conventional flux flow
and flux creep, with a phenomenological model which is
capable of describing the dc resistivity of these materials
including the B =0 transition width. Several different ex-
pressions have been given for the resistivity with T <T,,
and B > O0: these include the Geshkenbein et al.?* and Vi-
nocur et al.? (GV) form, the flux-creep model of Krause,
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Shi, and Datars?® (KSD) and the Tinkham?"?® form as
modified and described by Blackstead,” and Blackstead
et al.3%3! (TB). Each of these models includes inverse
fractional B power law dependence. However, the GV
and KSD models are only able to describe the experimen-
tal data in the limits of fields and low temperatures for
which p(B,T)/p(B=0,T=T,)<10~% The regions ex-
cluded by these two models are precisely those illustrated
by the data given here, and the region which Bonn et al.
discussed. In addition, the GV and KSD models would
not be expected to give finite resistivities with B||J, in the
ZLF configuration. As a consequence, we adopt a phe-
nomenological model for the junction contribution
S%j(B, T,J)=2p,(B,T,J)/puow which has its origin in
small intrinsic junctions, and provides for an axially sym-
metric resistivity, and a finite transition width. Lee and
Stroud®? have demonstrated that a network of junctions,
with an applied field, gives rise to finite resistivity even
with B||J, as a consequence of frustration effects. They
have compared their model computations to the experi-
mental results of Kwok et al., and demonstrated qualita-
tive agreement with the data. Previously, it had been
shown that the model given here, with B=1, yielded a
quantitative description of the same data. Since the equa-
tions employed by Lee and Stroud did not explicitly in-
clude Lorentz forces, it may be concluded that the force
equation employed by Coffey and Clem describes a
different dissipation mechanism. In the limit for which
the parameter A (the Tinkham constant) is large, the
junction contribution surface resistance 8§j(B, T,J) van-
ishes, and this model reduces exactly to the simplified
Coffey-Clem model, with its very small transition width.
This revised form of the vortex resistivity allows for a
nearly isotropic (planar) surface resistance under particu-
lar circumstances. The TB model®* has also been applied
successfully to the description of resistivity data for poly-
crystalline Tl-Ca-Ba-Cu-O in the ZLF configuration in
applied fields varying to a maximum of 25 T for a wide
range of temperatures, including the temperature region
near the transition temperature which, as mentioned, is
not within the domain of either the GV or KSD models.
With

y=A;(1—=T/T,)**(1—=J/J,0)*"*/(B+B,), (11
the axially symmetric phase slip resistivity is given by
ppszpn/[lo('yﬁ/z)]z . (12)

Here p, is the temperature-dependent normal resistivity,
J is the critical current density, and f=1. For Y-Ba-
Cu-O, B=1. In the following, we will ignore the current
dependence. Kapustin et al.* demonstrated that the
unmodified Tinkham model (8=1) did not describe the
data they provided; the modified form with 8= and in-
cluding B, does provide a detailed description of the Ka-
pustin data, which were obtained with B||J in the ZLF
configuration. The parameter B is included to describe
the B =0 transition width; the phase slip resistivity
would also give nonphysical results for small fields.

For a two-phase material with microsyntactic inter-
growth, it is necessary to combine several lengths. If the

sample consisted of large or well separated (samples often
have Meissner fractions < 1) crystallites, a superposition
of the resistivities of each phase might render a good
description of the data, but that was found not to work
for this material. Two features prevented this simpler ap-
proach from working. The flux flow observed in the rota-
tions almost vanishes for temperatures just below the
lower transition: this could not occur with a simple su-
perposition as the (modeled) flux-flow contribution aris-
ing from the high-temperature phase alone greatly
exceeds the observed response. The data show a very
large (unusually) flux-flow response which if it were de-
scribed with single material parameters, the value for H,,
required to fit the data would be anomalously small, and
contrary to experiment. As a result, it was found neces-
sary to combine several parameters and obtain a model
for a composite material. With a the fractional weight-
ing of the high temperature phase,

1/8,,=a/8P+(1—a)/8% , (13)
1/A=a/AV+(1—a)/A?) . (14)

The critical field H,, varies as 1/, so they are combined
as

H,={a(H)"*+(1—a)HF )} . (15)

The data indicate that the phase-slip contributions add
directly; accordingly the phase-slip resistivity is given by

Pps =0p) +(1—a)pR . (16)
The renormalized flux flow is expressed as

prr(B,T)=[p, —pp(B, T,J)]B/H(T) . (17)
In this approach, the total resistivity is given by

Pe=PrrtPps - (18)

The assumed form of vortex resistivity implicitly in-
cludes an important frequency-dependent feature not
usually observed at low (audio) frequencies. The flux-flow
contribution, as identified explicitly by sin?> dependence
on the angle between the current density and the applied
field, is rarely observed in dc measurements; for an exam-
ple, see Kwok et al.*® This is a consequence of pinning;
at microwave frequencies, the fluxon vibration amplitude
is so small that fluxons may be constrained to sit in a pin-
ning center, and yet will appear to be unpinned. The
fitting yielded a=0.69; all other parameters are included
in Table I. The composition phase-slip resistivity pro-
vides an effective renormalization of the flux flow for
both phases, and the composite H_., for temperatures
<T!? is quite large, effectively limiting the flux-flow
response, in a good approximation of the observed
response for temperatures of approximately 115 K. This
renormalization is evident in the data, and appears to be
a common feature of surface resistance measurements for
temperatures within a few degrees of the transition tem-
perature. This form of renormalization is required to
prevent the addition of two resistivities from exceeding
the temperature-dependent normal resistivity in the su-
perconducting state; exceeding the normal state resistivi-
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ty would be nonphysical. The normal state resistivity
was assumed to vary linearly with temperatures as
pn(T)=(0.9T/T.+0.1)p(T,). This assumes a small re-
sidual resistivity at 7 =0.

V. DISCUSSION

The model for the surface resistance presented above
has been shown to describe the data with reasonable (if
not surprising) fidelity. In particular, the unusual
features of the surface resistance data on this polycrystal-
line material compelled the construction of a model for a
composite response. These two demanding features were
the large flux flow in the three layer component, which
has the highest transition temperature, and the remark-
ably small flux-flow signature observed for temperatures
just below the transition temperature of the two layer
phase. Some evidence for a third phase (probably the
four-layer variant) was also obtained, but the relative
concentration of this phase was too small to permit
differentiation from the two dominant phases. We em-
phasize that the flux-flow contribution from the high-
temperature phase, treated independently, substantially
exceeds the observed response in this temperature range.
The impact of the model is to suggest that the microsys-
tactatial intergrowths appear as defects, substantially in-
creasing the effective H_,. While defects are generally
considered to be deleterious, this sort of defect actually
improves (reduces) the flux-flow losses evidenced. In
these layered materials, the short coherence lengths make
the introduction of pinning defects a formidable technical
objective. Rather, it is indicated by these results that the
intergrowth structures lead to approximate dirty limits
for both phases. It is an important result to suggest that
such defects tend to reduce the flux-flow losses, a useful
material design goal. Unfortunately, the corresponding
increase in the effective phase-slip losses appear to largely
nullify this potential improvement. The size of the fit
values for H ,, appear to be larger than might be expect-
ed from the data of Thompson et al. It is easy to show3®
that for a polycrystalline material with large anisotropy,
the effective average value observed in flux flow, is
~1H_(T). As a consequence, for the two and three lay-
er phases, the value for —dH,,/dT| . TC%I—Z T/K, as

is typical for high-temperature superconductors.

From a theoretical point of view, we have also demon-
strated that simple flux-flow models for dissipative losses
in this class of layered materials describe only a small
part of the total losses. An axially symmetric loss term,
generally required to describe the angular dependent
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data, is generally not treated. This may result because
most researchers do not have the equipment necessary to
investigate resistive losses with the ZLF configuration.
For a counter example in which the flux-flow losses dom-
inate, the reader is referred to similar measurements on
high quality Y-Ba-Cu-O films.’’ The physics required to
describe the “junction” dissipative mechanism may also
play a role in the origin of the superconductivity of these
materials. This is discussed in some detail by Phil-
lips,*®3° using a model which has not received appropri-
ate attention. Since radiation of apparent junction origin
has been observed from several of the layered systems,
the existence of small junctions in these materials as a
consequence of planar defects can hardly be ignored.
Kleiner and Miiller*® have shown by direct measurements
that intrinsic Josephson junction effects are exhibited by
layered high-temperature superconductors. Their results,
which demonstrate that these materials behave like
stacks of  superconductor-insulator-superconductor
Josephson junctions, are consistent with a resistivity
model which has been suggested. The model for the axi-
ally symmetric resistivity employed here has this model
as its origin. In order to clarify the role of anisotropy
versus layering, a comparative study of NbN has been
undertaken, and will be published elsewhere.*! The prin-
ciple result is that NbN films, prepared by pulsed laser
deposition, are anisotropic granular or layered materials,
which also exhibit axially symmetric dissipative losses
similar to those reported here. Kim et al.*> have previ-
ously reported axially symmetric resistivity in granular
NbN films. We conclude that defected layers give rise to
transport parallel to the ¢ axis, most likely as a conse-
quence of Josephson coupling, and are the source of the
large axially symmetric surface resistance reported here.
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FIG. 6. Angular dependent response with B=1T at 130.5 K,
for the high-temperature phase. The data indicate a large iso-
tropic signal with a superimposed flux-flow response which
varies closely as sin’(W). The solid white line is the computed
response, and the experimental data were scaled by a constant

factor.
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FIG. 7. Unmodified Coffey-Clem model computations for the
field-induced change AR, at a fixed maximum field B=1 T are
illustrated over a limited temperature range, showing the nar-
row temperature-dependent response typical of a flux-flow mod-
el. The response computed for J||B was multiplied by a factor
of 10% the data for both orientations were scaled by a constant
factor selected to make the peak heights of the BLJ
configurations match. The unavoidable conclusions are that Ag
is far too small, the flux-flow response varies too rapidly as a
function of temperature, and the model does not describe the
B =0 transition width. The data here and in Fig. 1 give a transi-
tion width of approximately 5 K.
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FIG. 8. Temperature dependence of the field-induced change
AR, at a fixed maximum field B=1 T with the field parallel and
perpendicular to the rf current. The data clearly reveal the two
phases, as indicated by the rapid rise in the dissipation at tem-
peratures corresponding to the transition temperatures. The fits
are indicated by the solid lines. For temperatures
TP <T<T", the data show a large difference between the
ZLF and MLF field-current configurations. This is in contrast
to the data for T near but below T'?'. In this region, the data in-
dicate a near vanishing of flux flow, accompanied with a large
phase-slip contribution. This reduction is a consequence of a
large effective H,; and large phase-slip renormalization. The fits
(using one set of parameters) fail to describe the data in a small
temperature range near 125 K. This is due to a small concentra-
tion of a third phase, most probably four-layer
HgB32C33CU4O|0.§ 5



