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We describe the failure of two-component square- and cubic-lattice random resistor networks. The
model behavior is dependent on the ratio of the conductances of the two components g, the ratio of the
(brittle) failure thresholds of the two components i, the volume fraction p, and the sample size L. For
much of the parameter space, the average strength of the networks shows a rather weak size effect, and a
scaling argument suggests that this size effect is logarithmic. As usual, near the percolation points, there
can be algebraic scaling provided i and g are very large or small. Near the limits p =0 and p =1, there is
a logarithmic (“dilute-limit”) singularity in average strength. The ability to absorb damage is very
strongly dependent on the model parameters. When one phase is more conducting and weaker than the
other, and the strong phase is connected, the damage is usually extensive. Basically most of the weak
bonds fail prior to the failure of the whole network. In the other regions of parameter space, damage is
not extensive, but it does sometimes scale in a nontrivial way with the sample size.

I. INTRODUCTION

Almost all materials are disordered, either due to ran-
domly occurring point defects, dislocations, and grain
boundaries, and/or due to a mixture of phases in their
microstructure. To understand the properties of materi-
als, it is essential to understand the effect of various im-
purities and microstructures on material response. Al-
though elasticity, electrical conductivity, and many trans-
port properties are dependent on the defects in the ma-
terial, they are not usually as sensitive to defects as are
instabilities such as dielectric failure, electrical failure,
yield, and fracture. There is thus a broad classification of
material properties into those that are ‘“structure insensi-
tive” and those that are “structure sensitive.”

The distinction between structure-sensitive properties
and structure-insensitive properties is clearly illustrated
in network models for the transport and/or elastic prop-
erties and breakdown of randomly diluted brittle materi-
als.! There it is known that structure-insensitive proper-
ties such as the elastic moduli,? conductivity,? and capaci-
tance* can be treated perturbatively in the weak-disorder
limit and exhibit scaling behavior near the percolation
point. In contrast, structure-sensitive properties, such as
fracture stress, critical current,»>% and dielectric break-
down field,*” can not be treated perturbatively in the
weak-disorder limit as they exhibit a logarithmic singu-
larity there. Indeed the distinction between structure-
sensitive (or extreme) properties and structure-insensitive
(or low-moment) properties has been linked to the way in
which stress or electric field is carried in a disordered mi-
crostructure.! It is possible to calculate explicitly (nu-
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merically) the probability distribution of having a
specified local load (either stress or electric field) in a
bond of the network, and it has been shown that the elas-
tic moduli, conductivity, and capacitance are related to
the second moment of this distribution,! while brittle
failure properties (fracture stress, critical current, dielec-
tric breakdown field) are often related to the very high
moments of this distribution.! Note that there are some
failure problems, such as tensile failure of some ceramic-
ceramic composites® and the critical current of strong-
pinning superconductors,” where “mean-field theories”
seem to work and hence which are structure insensitive.
Naturally, there has been far more progress in the de-
velopment of methods to estimate the effective transport
and elastic moduli and other low-moment properties than
there has in estimating the average or effective break-
down properties. Nevertheless, there has been a great
deal of work on breakdown properties due to their im-
mense technological importance. More recently, there
has been a burst of activity in this area, with modern
ideas and methods such as fractals, the analysis of insta-
bilities, scaling concepts, and large-scale numerical simu-
lations (both statistical and electronic structure calcula-
tions) focused on this problem.!%!! As always, it is impor-
tant to develop a set of simple models which can be ana-
lyzed in detail and in which the basic concepts can be
well illustrated. In the study of the effective trans-
port'>13 and elastic properties,'>!* systems with a two-
phase composite microstructure have played that role. In
breakdown problems, many of the important scaling
properties are captured in simple ‘‘quasi-one-
dimensional” models.!>'® However, there are important
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effects due to the nontrivial way in which stress (or elec-
tric field) is distributed in higher dimensions and due to
the constrained crack path imposed by one-dimensional
models.

In this paper we report on a systematic study of the
failure of two- and three-dimensional electrical networks
consisting of two types of bonds, i.e., a random two-phase
composite. There are several motivations for this study.
First, we wish to illustrate the difference between low-
moment and extreme-moment properties of random com-
posites and to point to the difficulties in developing
bounds and analytic estimates for the average strength.
Secondly, we wish to compare the behavior of two- and
three-dimensional models with similar microstructures to
test the effect of dimensionality on failure behavior. And,
thirdly, we want to determine the microstructures which
optimize strength and damage tolerance. By using the
analogies stress—current and strain—svoltage, the re-
sults found here can also be used to develop understand-
ing of the mechanical response of random structural
composites. One must, of course, keep in mind the ab-
sence of shear in these simple models of mechanical
response, but in many ways these electrical models are
more sophisticated than the quasi-one-dimensional mod-
els often used in the analysis of the mechanical response
of composites.

The paper is organized as follows. In the next section
we introduce the model and some simple reduced vari-
ables used to describe its properties. In this section we
also discuss the numerical method we used, some
methods of averaging the current-voltage relationships
and their pitfalls, and some useful measures of break-
down that can be extracted from the current-voltage rela-
tionships. In Sec. III, we present results of simulations of
two- and three-dimensional networks. In this section we
also describe analytic arguments that help qualitatively
and semiquantitatively explain some of the numerical
data. There are two appendixes which contain much of
the detailed analytic analysis. In Sec. IV, we summarize
the main results of the paper, and respond to the detailed
motivations outlined in the previous paragraph. One as-
pect of the three-dimensional model is presented in a
separate paper.!” In Ref. 17, we compare the properties
of a particulate composite (i.e., in a regime where only
one phase in a cubic lattice is connected) with the
behavior of an interpenetrating-phase composite (i.e., in a
regime where both phases are percolating). In Ref. 17 we
also discussed in detail the numerical procedure and
averaging procedures we use here, so some parts of Sec.
II of this paper are brief.

II. THE MODEL, FAILURE ALGORITHMS,
AND AVERAGING PROCEDURES

The model

We consider square and cubic lattices, whose bonds are
randomly chosen to be one of two types of brittle fuses.
Initially, each bond has a conductance and a threshold
current beyond which it fails irreversibly and carries no
current. Before failure begins, a fraction p of the bonds
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(which we always refer to as matrix bonds) has conduc-
tance g, and a current threshold i;, while the other
(1—p) of the bonds (inclusion bonds or simply inclusions)
have conductance g, and threshold i;. The linearity of
the problem implies that the failure behavior of any such
random mixture of bonds is equivalent, up to a rescaling
of currents and voltages, to a system where matrix bonds
have conductance and threshold unity, and inclusion
bonds have conductance g=g,;/g, and threshold
i =i, /iy. The model also transforms into itself if matrix
and inclusion bonds are interchanged and suitably res-
caled. That is , the model maps into itself if

i—1/i,

p—1—p, and g—1/g . (1)

Note that for a given random configuration this transfor-
mation leads to a different random configuration with
nominally the same values of p, g, and i. The transforma-
tion thus gives a statistically equivalent system, but not
one that is equivalent for each member of an ensemble.
For two key quantities that we consider, I, (the average
of the peak current in the current-voltage curves) and the
damage n, (the average number of bonds broken before
the peak of the current-voltage curves), the transforma-
tion (1) leads to the transformed quantities I, and n;, by

Ib ,
Ig=—i—— and n,=n, . (2)

For the square lattice the percolation threshold is 0.5 for
all lattice sizes. On the cubic lattice!® for p <0.2488, the
inclusion phase is connected across the sample, but the
matrix phase is not, for 0.2488 <p <0.7512 both the in-
clusion and matrix phases are macroscopically connected
and percolate across the system (the interpenetrating-
phase regime), and for p >0.7512 only the matrix phase
is connected and the inclusions form isolated clusters in
the connected background matrix.

Failure algorithms and averaging procedures

A ‘“‘quasistatic” breaking process can be numerically
simulated by means of the “hottest-bond (HB) algo-
rithm,”!® which consists of removing at each time step
the most loaded bond from the system, and recalculating
the whole distribution of currents after each bond remo-
val. Physically, this corresponds to very slow nucleation
of cracks and other defects, and is appropriate when the
failure process is quasistatic so that the dynamics of load
redistribution after local failure is not important (At the
opposite extreme is fast fracture or impact, where the dy-
namics is of paramount importance, and methods such as
molecular dynamics are more appropriate.) The load of a
bond is defined as the quotient between the current which
flows through it and its failure threshold.

The hottest-bond algorithm is computationally slow, as
the whole current distribution has to be recalculated after
each bond removal. This imposes a severe limitation on
the sizes one is able to simulate with this algorithm, so to
analyze bigger systems, we developed an alternative
method, which we call the multiple-hottest-bond (MHB)
algorithm and which is defined as follows. The voltage is
fixed to a given value and all bonds which surpass their
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critical current are removed. The currents are then recal-
culated and eventually more bonds are removed at the
same voltage. This is repeated until no more bonds are
broken at this voltage. At this point the voltage is in-
creased in small steps and the whole procedure repeated
until the sample is broken apart. The advantage of this
algorithm is that many bonds can be removed each time
the equations are solved, diminishing the computational
load needed to break the sample. On the other hand, if
the voltage steps are small we have found that, in the re-
gime prior to the peak of the I-V curve, the current-
voltage characteristics found with this method are very
close to those found using the hottest-bond algorithm.
We also checked that the damage prior to peak and the
value of the failure current and voltage were accurate to
better than 5%.

The current distribution is calculated iteratively by
means of the conjugate gradient (CG) method,!> and we
found that the error criterion

E[flj(t)—flj(t —10)]2

A=Y (3)
Sfi)
ij

provides an excellent measure of convergence. Here
fij =i /1;;, is the current flowing through a bond and I;;
is its failure threshold. Sufficient accuracy is achieved
with the condition €> A, with € typically 10~ (for a
more detailed discussion, see Ref. 17).

There are a variety of averaging procedures that can be
applied to an ensemble of current-voltage relationships
such as that shown in Fig. 1. However, we have found
that averaging the current-voltage curves can lead to
misleading results concerning the shape of the typical
current-voltage characteristics, and in particular the
vaiues of I, found from such averaged curves are con-
sistently and sometimes much lower than the typical
values found in each member of the ensemble (for a de-
tailed discussion, see Ref. 17). We thus present current-
voltage curves for single configurations, and the averages
are done after extracting an interesting quantity from
each member of the ensemble. Surprisingly, there ap-
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FIG. 1. A typical I-V curve for an 80X 80 square lattice with
p=0.50,g=8,and i=1.
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pears to be no need to average the current-voltage rela-
tionships anyway, as members of the ensemble have
current-voltage curves which are similar to each other, as
will be seen below.

Important measures of strength, damage, and toughness

In studying failure evolution, it is possible to study the
geometry of crack evolution and the geometry of the final
damage path, and/or the current-voltage curve and quan-
tities derived from it. The final crack path and the post-
peak behavior of the current-voltage curve are very sensi-
tive to the failure algorithm used. In this regime,
different crack evolution algorithms and loading condi-
tions lead to very different failure paths. This ‘“unstable
regime” has been the focus of much recent interest but is
not the focus of study here.”® In contrast, the prepeak
behavior is more stable, and is less sensitive to the chosen
algorithm and loading conditions. This is the regime of
major interest here. This is also the regime of technologi-
cal importance.

A typical current-voltage relationship is presented in
Fig. 1. The damage states at points a-d of Fig. 1 are
presented in Figs. 2. It is seen from Figs. 2(a)-2(c) that
damage is random early in the failure process, and even
at point ¢, at which the breakdown instability occurs, the
damage is quite random. It is only after the peak of the
I-V curve that the damage becomes localized [see Fig.
2(d)]. From curves such as Fig. 1, it is possible to define a
variety of interesting physical quantities. The initial
linear slope gives the effective conductance of the com-
posite g.4. There are also the number of inclusion bonds
that have failed at peak (the inclusion damage n;,.), and
the number of matrix bonds that have failed at peak (the
matrix damage n_,;). The sum of these two is the total
damage n,. Since the power required to break the two
components of the composites can be very different it
makes sense to define a “weighted damage,”

2 2
_ MincVinc8inc +n mat ¥ mat8 mat
- 2 2
Vinc8inc +vmatgmat
-2
_ Mincl /g+nmat
i’/g+1

Here, v;, is the breakdown voltage in an inclusion bond
and v, is the breakdown voltage of a matrix bond. The
damage itself has the disadvantage that it just counts the
number of broken bonds, regardless of whether it was
easy or hard to break them. The weighted damage
corrects this by weighting each failed bond with the
power required to break it. Also, the normalization in
the definition of the weighted damage (4) ensures that n,,
is symmetric under the transformation (1). We thus
prefer the weighted damage as a good scalar measure of
the ability of the lattice to absorb damage. The strength
of the composite is characterized by the current at peak
(point ¢ of Fig. 1), I,. In this paper we shall concentrate
on the quantities g4, I}, and n,. One additional current
scale that is important in the analysis is the applied
current I; at which the first bond in the composite fails.

4
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FIG. 2. The damage at points (a) a, (b) b, (c) ¢, and (d) d of Fig. 1. It is seen from these figures that the damage is quite random up
to the instability point c¢. Dotted lines are inclusions, full lines are matrix, and thick lines are broken bonds.

Note that the current and voltages we use are normalized
by the cross-sectional area (in the case of currents) and
the length (in the case of voltage) so in the continuum
limit they correspond to the current density and the elec-
tric field, respectively.

III. RESULTS

The typical I-V relationships of two-dimensional (2D)
systems are presented in Fig. 3 for a range of values of g
and i. In Fig. 3(a), we give data at p =0.75, while in Fig.
3(b) we give data at p =0.50. It is seen that, in Fig. 3(a),
there is little damage prior to the peak of the I-V curve

for small g and large i, while for large g and small i there
is considerable damage. In contrast, at p =0.5 there is
damage prior to peak whenever g/i is considerably
different than unity. Figure 3(b) must have approximate
symmetry under Eq. (1). This symmetry is seen more
clearly in averaged quantities, such as the average
weighted damage present in the contour plots of Figs. 4
and 5. In all cases, the primary source of damage is the
failure of the weak phase of the composite. Damage is
maximal when the strong phase is connected and the
weak phase is highly conducting, as then current is chan-
neled into the weak phase and damage is enhanced. As
shown in Fig. 6, damage is extensive in the weak-phase
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FIG. 3. The typical I-V curves for one sample of L=100
square lattices for a range of values of g and i for (a) p=0.75
and (b) p=0.50. The scales are not the same for each curve.

damage regions of Fig. 4. In 2D, the amount of damage
in the weak phase is much smaller at p, than for p =0.75
(see Fig. 4), and in 3D, the most damage occurs in the
center of the interpenetrating phase regime p =0.5 (see
Fig. 5). The damage n, shows similar behavior in the re-
gime considered in the plots of Figs. 4 and 5, but shows a
different behavior when i%2/g is very small, as there the
weighted damage in the inclusion phase is much smaller
than the damage n,.

There is a matrix damage mechanism which produces
some stable matrix damage when g is large, 7 is large, and
the strong phase is disconnected [i.e., in the upper right
corners of Figs. 4(a) and 5(a)]. This damage mechanism
is due to the fact that a highly conducting strong in-
clusion induces failure at its ends, but the failed region at
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FIG. 4. Weighted damage (n,) maps (see text) for L =100
square lattices at (a) p=0.75 and (b) p =0.50. The averages are
over 10 configurations. The white level corresponds to n,, <8.3
(a), and 4.5 (b), while the darkest level corresponds to n, >91.2
(a) and 49.5 (b), and the gray scale is linear.

the end of the inclusion shields the inclusion tip. A crack
initiated from a ‘“needle tip” must propagate transverse
to the region of high initial current concentrations. This
geometric constraint leads to some stable localized dam-
age near needle tips for g, i, and p large. A scaling
analysis (see Appendix B) suggests that in this regime the
matrix damage scales as

ny,~n,~L* with x=d[1—(I, /I,)*""], 5

where for a single needle I; is the applied current scale at
which the region near the needle tip fails, while I, is the



(@)

BREAKDOWN OF TWO-PHASE RANDOM RESISTOR NETWORKS 3481

12

1/4

1/8

178

174

172 1 2 4

(b)

8

12

14

1/8

1/8

1/4 12 1 2 4

FIG. 5. Weighted damage (n,) maps (see text) for cubic lattices at (a) p=0.85 (L =15,20 configurations) and, (b) p=0.50
(L =20,10 configurations). The white level corresponds to n, <9.17 (a) and 20.5 (b), while the darkest level corresponds to

n, > 100.8 (a) and 225.5 (b), and the gray scale is linear.
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FIG. 6. The finite-size scaling behavior of
the weighed damage n, at (a) p=0.75 (the
square symbols have exponent close to 2) and
(b) p =0.50 (the open circles give exponent less
than 1). In both cases the squares are for
g=4,i=1, while the circles are for
g=4.0,i=4.0.
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FIG. 7. Finite-size scaling behavior of the
matrix damage at (a) p=0.75 for square lat-
tices and (b) at p=0.85 for cubic lattices. In

10 both cases the squares are for g=4,i=1,
while the circles are for g=4.0,i=4.0, Both
of the exponents in (a) are less than 1, while
the circles and squares in (b) give exponents
1.551+0.1 and 1.0+0. 1, respectively.
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applied current scale at which the transverse crack prop-
agates. The scaling analysis of Appendix B shows how
these quantities are defined in the random network case.
Numerical results for the matrix damage at p =0.75 in
2D and for matrix damage at p =0.85 in 3D are present-
ed in Fig. 7, where it is seen that a nontrivial exponent
exists in the 3D case, while in 2D this ‘tip-sealing”
mechanism is less effective. This is reasonable, as stress
concentration effects are less severe in 3D than in 2D.
The damage due to this mechanism is quite random, and
the damage estimate in Eq. (5) does not include the bonds
broken after the peak of the I-V curve.

It has been shown that, in many models of disordered
systems, there is a logarithmic size effect in the average
strength®!®2! (I, in this model). We thus tested the scal-
ing behavior of the critical current in this model, and the
results are presented in Fig. 8 for the 2D case. In all
cases in this figure, an algebraic fit to the data gives an
exponent less than 0.15, while a logarithmic fit gives an
exponent of order 0.5+0.5. In all cases the size effect is
very weak, and it is not possible to distinguish reliably be-
tween an algebraic law and a logarithmic one. In fact,
one might claim that there is no size effect in these mod-
els as the two components have finite strength. If the

2

conductances are all the same there is certainly no size
effect. However, when the moduli are different, there are
defect clusters which produce current enhancements
which grow algebraically with the cluster size (in the lim-
it of one phase being a void, for example, cracklike de-
fects give the exponent 1). For general g, a funnel defect
was shown to have this property,?? and it is straightfor-
ward to show (see Appendix A) that wedge defects do
too. Failure at the tip of a wedge defect leads to unstable
crack growth, and so it plays the same role a crack does
in the void limit. A simple scaling argument (see Appen-
dix A) then shows that in the regime where the defect
clusters are isolated, one expects a very weak logarithmic
size effect,

Iy
1+k(nL )2’

where 0<v/2< 1, and in fact v/2 is usually expected to
be less than 0.5 (see below). The argument leading to Eq.
(6) is a simple extension of the argument of Duxbury,
Leath, and Beale [5] for the case of weakly diluted lat-
tices. This argument identifies defects which are likely to
be typical of those inducing failure in random networks.

1, 6)
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W FIG. 8. Finite-size scaling behavior of the
average breakdown current for square lattices
at p=0.75 (solid symbols) and p =0.50 (open
symbols). Squares are for g=4,i=%, while
circles are for g=4.0,i=4.0. For
L=25,50,100,200, the averages are over

2500,500,100,20 configurations, respectively.
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In the random networks considered here, wedges and
funnels lead to strong local current concentrations, and
so analysis of these defects leads to an estimate of the ap-
plied current at which failure occurs. Using a wedge as
the failure-inducing defect (see Appendix A) leads to (in
2D)

1—g
2+2g

1

vw=l—%cos_ forg<1, (7)

while an analysis based on a funnel defect predicts (see
Appendix A)

vf=1—%tan“‘(g“2) forg<1. (8)

Since the maximum value of v is 1, the scaling exponent
implied by funnels and wedges is less than 1. This is in
contrast to the void limit where cracks are the most im-
portant defects, and the scaling exponent may be 1. Nu-
merical work supports these exponents,?? but also shows
that there are strong size effects, so that for most of the
same sizes considered the observed value can be some-
what higher than predicted by Egs. (7) and (8). In three
dimensions, solids of revolution formed from funnels and
wedges lead to strong current concentrations; however,
since the volume of these defects scales as the linear size
cubed, I3, the asymptotic scaling exponent in the size
effect, v/3 < % Nevertheless, the important prediction is
that a weak logarithmic size effect persists in particulate
composites for most values of g and i. Surprisingly, in
the interpenetrating-phase regime and at p,, the size
effect is also very weak, at least for g and 7 not too large.
However, in the void case (i>/g—0), I, ~1/L% ' at p_,
so there is a strong size effect in that limit (for example,
we have checked that for square lattices at p,, with
g=100, and i =0.01, I, ~1/L).

The dependence of the breakdown current, conduc-
tance, and damage on volume fraction p is presented in
Figs. 9-12. In Figs. 9, we compare the behavior of 2D
and 3D systems for intermediate values of g and i. There
it is seen that there is a pronounced drop in strength for p
near O and for p near 1, with this feature being more pro-

250.00

nounced in 2D than in 3D. This ‘“dilute-limit singulari-
ty” has been studied extensively before in fracture,?
dielectric breakdown,* as well as for fuse networks,’ and
is predicted by the simple scaling Eq. (A9) of Appendix A
[@a In(1—p) behavior on approach to p =1]. In Figs. 9,
there is always an intermediate value of p at which I, is a
minimum. Note that this minimum does not occur at 0O,
1, or p,. This minimum is especially pronounced in 3D
[see Fig. 9(b)]. The absence of a strong size effect at p, is
also evident in Figs. 9, where it is seen that for all values
of p the size effect is quite weak. The dependence of I,
on p naturally becomes much stronger when g and i are
large as seen in Figs. 10. Then, there are quite strong
features near the percolation point, at which the “strong”
phase first connects. After correcting for the different
percolation thresholds in 2D and 3D, the behavior of
Figs. 10(a) and 10(b) is quite similar. The strong size
effect near p, is also evident. When g and i are large, the
dilute-limit singularity is still present, but is obscured by
the strong dependence on p near p.. There is again a
value of pp,_ at which the strength is a minimum. For
comparison, the effective conductance g;,;; as a function
of p is presented in Fig. 11. There is a linear behavior
near p =0, and a monotonic decrease in the effective con-
ductance in interpolating between p =0 and p = 1.

The weighted damage as a function of p is presented in
Figs. 12. It is seen from these figures that there is no
strong feature near the percolation point, in either 2D
[Fig. 12(a)] or 3D [Fig. 12(b)]. Instead, there is often a
maximum in the damage at some intermediate value of p.
Most damage occurs when one phase is weak and highly
conducting compared to the other, i.e., in cases where
g=4,i=t,andp>1l,org=1,i=4,andp <1 Itisalso
seen [see Fig. 12(b)] that in regions where the damage is
large there is a strong size effect in the damage, and Figs.
6 showed in these regions the damage is usually extensive.
If i 2/g is very small, the damage remains extensive, but
the weighted damage is smaller. This is because the
bonds that are failing are very weak. The maximum
weighted damage thus occurs at intermediate values of g
and i as seen in the damage maps of Figs. 4 and 5.
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FIG. 9. The average breakdown current of
(a) square and (b) cubic lattices, as a function
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of the concentration p of the matrix phase.
Squares indicate g =4,i =4, triangles are for
g=1/4,i=4, diamonds are for g=1,i=1,
and circles are for g =4,i= %. In (a), the open
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symbols are for L=50 (50 configurations),
while the solid symbols are for L =100 (20
configurations). In (b), the open symbols are
for L =10 (50 configurations), while the solid
symbols are for L =20 (20 configurations).
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IV. SUMMARY AND DISCUSSION

We have presented a comprehensive study of the
failure of two- and three-dimensional two-phase random
electrical networks. Some of the key trends observed are
the following.

(1) The damage is quite random up to the instability
point (see Fig. 2).

(2) For most values of p there is an intermediate value
of g and i at which the damage tolerance is optimal (see
Figs. 4 and 5). In these regimes, the damage is extensive
(see Figs. 6).

(3) For most values of p, g, and i, the size effect in the
average strength is very weak (Fig. 8), and a scaling argu-
ment suggests that in the “particulate” regimes the size
effect is asymptotically of the form 1/(InL )?, with the ex-
ponent 3 often less than . Near the percolation points,
and only for extreme values of g and i, the size effect is of
order 1/L.

(4) There is always a pronounced reduction in strength
for p close to 0 and 1 (see Figs. 9 and 10). A scaling argu-
ment suggests that this dilute-limit singularity is logarith-
mic [see Eq. (16)].

(5) In contrast to the average conductance (see Fig.
11), the average strength (see Figs. 9 and 10) does not

behave monotonically as a function of p. Even when the
inclusions that are added are stronger than the matrix,
quite a high volume fraction of inclusions must be added
before the composite strength exceeds the strength of the
matrix.

(6) The strength of composites is higher if g ~i (see
Fig. 9), while the damage is enhanced when g is quite
different than i (see Figs. 4 and 5). As is often the case,
optimal strength and optimal damage tolerance do not
occur for the same microstructure.

Although we have learned a great deal about these
composites from the scaling analysis and simulations de-
scribed here, a simple theory for the dependence of
strength on p for general p,g,i, and L is lacking (e.g.,
Figs. 9 and 10). Due to the importance of funnels and
other stress-concentrating defects, it is unlikely that a
simple quasi-one-dimensional ‘“‘chain-of-bundles” model
can capture the essence of this model. Certainly the sim-
plest rule-of-mixtures prediction [I,=pl,+(1—p)I,] is
grossly inadequate, and it is a challenge to include the
dilute-limit singularity and the size effect in a comprehen-
sive theory. In fact, in the infinite-lattice limit the
strength is zero everywhere except in the homogeneous
limits, so the analysis must always include a size-effect
factor. This is in contrast to bounds on low-moment
properties such as conductance and strength,?* which are
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now sophisticated and accurate, but are simpler in the in 2D. In 3D, damage is often a maximum in the

sense they are size independent and do not have to con-
tend with the dilute-limit singularity.

The qualitative ideas concerning the composite
behavior are quite similar in 2D and in 3D. The weaker
current concentration effects in 3D are reflected in a
weaker dilute-limit singularity, and the fact that the tip-
sealing matrix damage mechanism is stronger in 3D than

interpenetrating-phase regime in which both of the
phases percolate [see Fig. 12(b)]. This phase does not ex-
ist in 2D, and there the maximum damage occurs at in-
termediate values of p.

Finally, in most materials, there are several other im-
portant factors affecting composite behavior. Certainly
the interface between matrix and inclusion is another im-

g g
8 8

Conductance
3
g

20.00

FIG. 11. The effective conductance of cubic
lattices prior to any bond breaking. The data
are for g=100. The open symbols are for
L =10 (50 configurations), while the solid sym-
bols are for L =20 (20 configurations).

0.00 | |
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FIG. 12. The weighted damage n, as a
function of p. (a) Square lattices with L =100

B
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L{
20
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(b)

(20 configurations) and (b) cubic lattices with
L =10 (open symbols, 50 configurations) and
L =20 (solid symbols, 20 configurations). In
both figures g=4,i=1 (circles); g=4,i=4
(squares); g=1,i=% (diamonds); g=1,i=4
(triangles).

portant variable, and the presence of preexisting voids
plays a critical role in the composite response. Con-
sideration of these factors and the effect of anisotropic in-
clusions, such as fibers and platelets, on composite
behavior are the focus of our current studies.
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APPENDIX A

It is a standard student problem in electrostatics to
show that the electric field near the tip of a wedge or fun-
nel of dielectric constant €; placed in a background of
dielectric constant €, is singular on approach to the
wedge tip as?’ (in 2D)

E
E ~a(D—, (A1)
r

where E | is the electric field perpendicular to the axis of

1.00

the wedge, E is the applied electric field, r is the radial
distance from the crack tip, and v is an exponent which
depends on the two dielectric constants and the wedge
angle. a(l) is a function which depends on the linear size
of the defect. Similarly, when a low-conductivity wedge
is placed in a higher-conductivity matrix there is a simi-
lar singularity in the electric field and current density at
the wedge apex. In that case it is easy to show (by solv-
ing Laplace’s equation in a manner similar to the electro-
static case) that the exponent v,, is related to the conduc-
tance ratio and wedge angle ¢ via the transcendental
equation

ootan(v,¢/2)=—otan[v, (7—¢/2)] . (A2)

In general, this must be solved numerically to find v,,, but
in the important case ¢ =7 /2, Eq. (A2) may be solved to
find (using g =0,/0y) Eq. (7) of the text. Similarly, a
funnel-shaped low-conductivity region placed in a
higher-conductivity background has an electric-field
singularity at its apex, with the exponent v, given by the
solution to?? (in 2D)
ootan(v,¢/2)=o cot[v (m/2—¢/2)] . (A3)

Again, this may be explicitly solved in the case ¢=m/2,
with the result (8) of the text. In three dimensions, solids
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of revolution formed from wedges and funnels again
show electric-field singularities at their apexes, with the
exponents given by solutions to transcendental equations
involving Legendre polynomials.??

If the defect is finite and on a lattice, the electric field
at the apex scales as

EapeX/EONiapex/i0~l+CIv N (A4)

where c is a constant of order 1. Numerical simulations
of lattice defects support this conclusion.?® Similar results
apply to the case of high-conductivity wedges or funnels
placed in low-conductivity backgrounds. The most singu-
lar electric fields occur when, in the case of low-
conductivity wedges or funnels, the apex points perpen-
dicular to the direction of the applied field, while for
high-conductivity funnels or wedges, the apex points in
the direction of the applied field.

As in the case of random voids,® we argue that the
largest field-enhancing wedge or funnel sets the typical
scale of the largest local current enhancement in the net-
work. The area (2D case) of a wedge is given by

A=1*an(¢/2) . (A5)

Now we consider the case of a high-conductivity matrix,
with a small volume fraction (1—p) of low-conductivity
bonds randomly placed in it. The probability of finding a
wedge of size A is then approximately

P,~L*1—p)*. (A6)

The typical largest wedge in a network of size A4 is then
found by setting P , =1, which yields
__—2InL
max ln( 1 _p ) M
The typical largest current in the network is given by

combining (A2) and (AS5) with (A6) so that
v/2

(A7)

—21InL
tan(¢/2)In(1—p)

i 1+c¢

(A8)

max 1o

Assuming that failure at this current scale leads to
overall failure, this then implies

1,(0)
1+c¢[—2InL /tan(¢/2)In(1—p)]*/?

as quoted in Eq. (6) of the text.

The above results can easily be extended to different
conductance ratios, to the case of dissimilar dielectric
constants, and to elastic wedges and funnels, and hence to
random elastic networks.?® In all cases the predicted size
effect in the dilute limit is logarithmic with an exponent
in the logarithm which depends on the modulus ratio.

I,(p)~ (A9)

APPENDIX B

As found in the simulations, the major damage mecha-
nism is the failure of the weaker of the two phases of the
composite. This mechanism is most effective when the
weak phase is highly conducting (stiffer in the analogous
elastic problem), as the strong phase is strongly connect-
ed across the sample, so that cracks do not propagate
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from the weak phase. However, there is a damage mech-
anism which occurs when strong, particulate, highly con-
ducting inclusions are placed in a weaker, less conducting
matrix (in the elastic case this is analagous to strong stiff
inclusions embedded in a softer weaker matrix). In that
case, failure first occurs in the matrix at the ends of nee-
dlelike, strong highly conducting inclusion. This is be-
cause there is a strong electric-field concentration near
the ends of highly conducting needles and funnels, as de-
scribed in Appendix A. However, when the funnels,
wedges, and needles are highly conducting, the strongest
electric-field concentration occurs when the apex is
oriented along the direction of the applied field. Howev-
er, a crack wants to propagate perpendicular to the direc-
tion of the applied field. Thus damage first occurs at the
apex of funnels, but the initial damage can be stable. We
have checked that this mechanism operates for a range of
needles and funnels. There is an applied current I; at
which the region near the defect apex fails but is stable,
and a second (for g > 4) current I, at which a crack is un-
stable and propagates from the site of the initial damage.
We now develop a scaling argument for the damage
which should occur in random networks due to the tip-
sealing damage mechanism outlined in the paragraph
above. Clearly, the ratio of the two current scales
R =1, /I; is important, and no tip-sealing damage should
occur for R <1. It is also known that for large currents
the distribution of bond currents in a random resistor
network with conductance ratio g (prior to any damage)
is approximated by a “shrunk exponential”
2/v
—c |+

o

P(i)~exp , (B1)

where c is a constant and v is an exponent less than 1,
which can be estimated by considering various ideal de-
fect structures, as described in Appendix A. To make
direct contact with Appendix A, we can find the typical
largest current in a random resistor network by setting

lmax
—c -

Lxp
o

2/v
]=1 , (B2)

which implies

v/2

1

max

dInL
c

(B3)

o

which is asymptotically equivalent to Eq. (6). Here i, is
the applied current while I, is the failure current in the
absence of the funnel. As before, I; is the applied current
at which the apex bond fails, so that i, /ia=1y/1;

Based on Eq. (Bl), it is straightforward to estimate the
amount of damage caused by tip sealing. Assuming the
damage is random and the distribution of currents (B1) is

unaffected by the damage, we have

N ~L2 [7 expl—c(i/ig)*"1di , (B4)
’b/’()

where i, /iy=1,/I, is the current enhancement in the
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bond which fails just prior to catastrophic failure. For
large 1,,/I,, Eq. (B4) is approximately

2/
no..~L%xp | —c Ll ’ (BS)
mat P Ib Ii .
Using Eq. (B3), we then find
I (B6)
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with

> (B7)

as quoted in Eq. (5) of the text. The main point to be tak-
en from Eq. (B7) is that the matrix damage has an ex-
ponent which varies continuously with g through the ra-
tio I;/I,. The smaller the ratio I,/I,, the larger the
damage prior to instability.
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FIG. 4. Weighted damage (n,) maps (see text) for L =100
square lattices at (a) p=0.75 and (b) p=0.50. The averages are
over 10 configurations. The white level corresponds to n, <8.3
(a), and 4.5 (b), while the darkest level corresponds to n, >91.2
(a) and 49.5 (b), and the gray scale is linear.
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FIG. 5. Weighted damage (n,) maps (see text) for cubic lattices at (a) p=0.85 (L =15,20 configurations) and, (b) p=0.50
(L=20,10 configurations). The white level corresponds to n, <9.17 (a) and 20.5 (b), while the darkest level corresponds to
n, > 100.8 (a) and 225.5 (b), and the gray scale is linear.



