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Phase breaking in ballistic quantum dots: Transition from two- to zero-dimensional behavior

J. P. Bird* and K. Ishibashi
Nanoelectronics Materials Laboratory, Frontier Research Program, RIKEN, 2-1 Hirosawa, Wako, Saitama 351-01, Japan

D. K. Ferry
Center for Solid State Electronics Research, Arizona State University, Tempe, Arizona 85287-6206

Y. Ochiai
Department of Materials Science, Chiba University, 1-33 Yayoi cho, -Inage itu, Ch-iba 263, Japan

Y. Aoyagi and T. Sugano
Nanoelectronics Materials Laboratory, Frontier Research Program, RIKEN, 2-1 Hirosawa, Wako, Saitama 351-01, Japan

(Received 17 February 1995; revised manuscript received 12 April 1995)

We determine the phase-breaking time v.
@ of electrons in ballistic quantum dots, from the aperiodic fluctua-

tions observed in their low-temperature magnetoconductance. Our analysis shows that at temperatures close to
a degree Kelvin v.

@ scales roughly inversely with temperature, reminiscent of electron-electron scattering in
two-dimensional disordered systems. At much lower temperatures, however, a saturation in r& is observed,
with the transition between the two regimes occurring once the thermal smearing becomes smaller than the
expected level spacing in the dot. We therefore suggest that the saturation results from a transition from two-
to zero-dimensional transport, as the discrete level structure of the dot becomes resolved.

Electron interference is an important process in determin-
ing the electrical properties of mesoscopic conductors, in
which phase coherence of the electron wave function is
maintained over considerable distances. ' A thorough under-
standing of the processes that limit phase coherence is there-
fore crucial to a complete description of transport in these
devices. Such an understanding has already been largely
achieved in disordered systems, in which electronic motion
is diffusive, and in which phase breaking predominantly re-
sults from multiple electron-electron scattering at low
temperatures. In contrast, the corresponding processes are
less well understood in ballistic systems, although experi-
ment has shown that phase breaking can occur via a single
scattering event. No well-established theory for phase
breaking exists in this regime, which is perhaps somewhat
surprising, given the strong current interest in the electrical
properties of low-dimensional structures. In particular, a de-
tailed knowledge of the relevant phase-breaking processes is
expected to be of importance in assessing the potential of
ballistic electron devices for application in future generations
of integrated circuitry.

An important time scale for characterizing interference is
the phase-breaking time 7.&, the time scale over which the
phase of electrons is typically conserved. In this paper we
therefore discuss an experimental approach for determining

~& in ballistic quantum dots. In particular, motivated by the
studied of Marcus and co-workers, we obtain an estimate for
~& from the characteristics of the reproducible Auctuations
observed in the low-temperature magnetoconductance. ' As
is now well understood, the fluctuations result from interfer-
ence between electrons ballistically confined within the dot,
and their properties have recently attracted much interest as a
potential probe for studying the effects of quantum chaos. In
a previous study, estimates for 7.

& were obtained from the

Fourier spectra of the low-field fluctuations observed in a
stadium-shaped dot. While the authors were able to obtain
values for ~& in agreement with recent studies in high-
mobility quantum wires, ' the approach they employ is only
expected to be valid under certain restrictive conditions. In
particular, the motion of classical particles in the geometry
should be chaotic, so that the distribution of electron paths
traversing the dot can be assumed to take a well-defined
form. Furthermore, recent experimental studies suggest that
the semiclassical approach the authors employ breaks down
at low temperatures. ' A more general approach, indepen-
dent of device geometry, is therefore clearly required, and in
this paper we formulate such a model by considering the
magnetic-field-dependent characteristics of the fluctuations.

More specifically, as the magnetic field is increased, such
that the cyclotron orbit becomes much smaller than the dot
diameter, a transition to edge-state transport is known to oc-
cur in the dots. ' Considering electron motion in this regime
to occur via ballistic skipping orbits, we obtain an estimate
for ~& from the magnetically induced shrinkage in the effec-
tive area for coherent interference. ' Measurements at differ-
ent temperatures then reveal two distinct regimes of behav-
ior, with ~& scaling roughly inversely with temperature near
a degree Kelvin, reminiscent of electron-electron scattering
in two-dimensional disordered systems. At much lower tem-
peratures, however, a saturation in ~& is observed, with the
transition between the two regimes occurring once the ther-
mal smearing k~T becomes smaller than the expected level
spacing in the dot. We therefore argue that our results dern-
onstrate a transition from two- to zero-dimensional transport
in the dot, and discuss the implications of this transition for
phase-breaking processes in quantum dots.

A split-gate quantum dot was realized in a GaAs/
Al Gaz As heterojunction using standard lithographic
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FIG. 1. Conductance fluctuations in the 1-p,m quantum dot at

two distinct temperatures (the higher-temperature trace has been
shifted upwards by 0.75e /h for clarity). In both cases the traces
were obtained by subtracting a smoothed polynomial fit from the
raw data, to leave conductance fluctuations with an average value of
zero. The form of the background did not change significantly over
the temperature range shown, and its average resistance was of
order 16 kA. Note the high degree of reproducibility of the mea-
surements, as evidenced by the common features in both traces.

0.8

0.6

0.4

C4 0

-0.2
0.025 0.05 0.075 0. 1

MAGNETIC FIELD {TESLA)
0.125

techniques. The wafer was patterned into a Hall bar geom-
etry, with a carrier density 4.4X10 m, and mobility 40
m /V s. The gates consisted of a stublike design, in which a
lithographically square dot of side 1 p,m was separated from
the source and drain by quantum point contacts. The dot
dimensions were therefore considerably shorter than the cal-
culated mean free path in the bulk wafer (5 p, m), and in a
previous study we demonstrated the ballistic nature of trans-
port in the device. After mounting on a nonmagnetic header
the sample was clamped to the mixing chamber of a dilution
refrigerator, and audio frequency magnetotransport measure-
ments were made at cryostat temperatures down to 10 mK.
The four-probe configuration employed included a series
contribution due to the source and drain regions, and at low
magnetic fields the resistance of this was much smaller than
that of the dot. At higher fields, however, the probe configu-
ration was only sensitive to the edge-state transmission of the
dot. Great care was taken to ensure good thermal contact to
the samples, and a source-drain excitation of less than 3
p, V was employed for the current bias measurements.

In a previous paper, we demonstrated the basic observa-
tion of aperiodic fIuctuations in the magnetoconductance of
the dot, and showed their temperature-dependent character-
istics to be very different from those of the universal conduc-
tance fIuctuations. ' This difference was in turn associated
with the ballistic nature of transport in the dot, in which
large-angle scattering of electrons occurs only at the device
boundaries. As an example of the typical behavior observed
at different temperatures, consider the magnetoconductance
traces shown in Fig. 1. Aperiodic fIuctuations persist across
the entire range of magnetic field, and the high degree of
reproducibility of the measurements is evidenced by the
common features in both traces. At magnetic fields well be-
low a tesla, the average amplitude and period of the fIuctua-
tions are essentially independent of magnetic field. As the
magnetic field is increased, however, a marked increase -in

the average period of fIuctuation can be clearly resolved,
particularly in the higher-temperature trace.

FIG. 2. The corre1ation function of the conductance fluctuations
in Fig. 1, calculated over two distinct magnetic-field ranges.

In order to place the above observations on a more quan-
titative footing, we define the correlation function, '

F(») =&l:g(B)—(g(B))]l:g(B+»)—(g(B))l&, (I)

where g(B) is the conductance in units of e /h and at mag-
netic field 8, and the angled brackets indicate an average
over a suitably large field range. The correlation field 8, is
then defined from the half-width of the correlation function
F(B,)=F(0)/2, while the root mean-square amplitude of
fluctuation Bg= /F(0). In Fig. 2 we show the correlation
functions obtained by analyzing the data of Fig. 1 over dif-
ferent magnetic field ranges. These display several interest-
ing features, the most noteworthy of which is a distinct in-
crease in 8, with magnetic field. While the increase is
observed at both temperatures, it is most clearly pronounced
in the higher-temperature data, in agreement with the quali-
tative observations noted above. Plotting the evolution of
8, with magnetic field it can be seen that, while constant at
low fields, 8, increases roughly linearly at much higher
fields (Fig. 3). Another interesting feature of the data is the
negative traversal of the correlation functions, a well-known
effect in nonlinear systems, which is usually associated with
the presence of long-lived correlations. While we do not pur-
sue this issue here, we nonetheless note that such character-
istics might well be explained by the emergence of a second
correlation scale at much higher fields.

A magnetically induced increase in 8, implies a corre-
sponding reduction in the area over which coherent interfer-
ence occurs, and in a previous paper we suggested this be-
havior is related to the formation of edge states at high
fields. In particular, as the magnetic field is increased, such
that the cyclotron orbit size becomes much smaller than the
dot dimensions, the electronic motion should exhibit a tran-
sition to ballistically propagating skipping orbits. ' ' In this
regime, the characteristic area for interference is essentially
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determined by that enclosed between the dot walls and the
skipping trajectories. Considering the path of an average
electron, we obtain the coherent area A, =0.5[%mr, ] where
N is the average number of bounces made before losing
phase coherence, and r, = hkF /2m. eB is the cyclotron radius
(Fig. 3 inset). Since the phase-breaking length can be written
as I@=vF~~=Nmr, , this then leads to the correlation field,

B,(B)= I
87r m*B/hkFr~], (2)

where m* is the electronic effective mass, and vF is the
Fermi velocity. Under conditions where 7.

& remains fi.eld in-

dependent, we therefore expect a linear field dependence to
B, , in good agreement with the behavior we observe experi-
mentally (Fig. 3). More importantly, however, from the slope
of the straight-line graph we can obtain an estimate for v&,
and the results of such an analysis at several different tem-
peratures are summarized in Fig. 4. From this it is clear that
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FIG. 4. Deduced temperature dependence of the phase-breaking
time 7.@. At temperatures close to a degree Kelvin r& is inversely
proportional to temperature 7~ ~ 1/T (marked by the solid line). At
temperatures below roughly 150 mK, however, a transition to
temperature-independent behavior is observed. The arrow marks the
temperature at which the thermal broadening k~T is calculated to be
comparable to the mean level spacing 5 in the dot. Inset: Other
features in the magnetoresistance, in this case Aharanov-Bohm os-
cillations (Ref. 14) are found to show significant changes as the

temperature is lowered below 150 mK.
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FIG. 3. Plot of the evolution of the correlation field B, with
magnetic field, at two distinct temperatures. At low magnetic fields

B, is independent of both magnetic field and temperature. As the
magnetic field is increased, however, B, becomes field dependent
once the cyclotron orbit size 2r, becomes smaller than the radius of
the dot (0.4 gem, marked by the arrow in the figure). Inset: Sche-
matic diagram showing the formation of skipping orbits at the dot
walls. Each phase-coherent bounce encloses magnetic flux P.

the phase-breaking time exhibits two distinct regimes of
temperature-dependent behavior. Around a degree Kelvin

r~ is inversely proportional to temperature ~&(ns)=0.03/
T(K), reminiscent of electron-electron scattering in two-
dimensional disordered systems, and in qualitative agree-
ment with the results of a recent study. As the temperature is
lowered, however, 7.~ ultimately departs from this depen-
dence, and at temperatures below 150 mK is essentially in-
dependent of temperature. We emphasize that this saturation
does not result from a loss of thermal contact to the sample,
since other features in the magnetoconductance showed con-
sistent changes ' down to at least 30 mK (Fig. 4 inset). An
intrinsic origin is therefore the likely explanation, and in this
paper we suggest an interpretation based upon a dimensional
crossover of transport.

The dimensionality of a given system can be rigorously
defined by appealing to the form of its density of states. In a
quantum dot at sufficiently low temperatures this is zero di-
mensional in nature, due to the complete quantization of mo-
tion into discrete energy levels. At higher temperatures, the
zero-dimensional nature should be lost, however, once the
thermal smearing k&T becomes comparable to the mean
level spacing 6 in the dot. The density of states should then
effectively correspond to that of a two-dimensional system,
and in this regime we expect the motion of the electrons to
correspond closely to that of their classical counterparts. For
a dot of cross-sectional area A the average level splitting
b =It /27rm*A and, taking into account the expected fring-
ing field around each gate, we obtain b, /k~=130 mK for
the dot we study. As can be seen from Fig. 4, this calculated
temperature is almost precisely equivalent to that at which
the transition is observed to occur in the measured values of
~&, within the estimates of the size of the dot, this agree-
ment is outstanding. In other words, the observed saturation
in r~ appears to correspond to a transition from two- to
zero-dimensional phase breaking, which occurs as the dis-
crete levels of the dot become resolved. In particular, we
have already noted that the power-law dependence of r@ at
high temperatures is the same as that due to electron-electron
interactions in two-dimensional diffusive systems. As for
the saturation of ~& at low temperatures, we might expect
this behavior on basic physical grounds. In particular,
electron-electron scattering should be governed by the Fermi
golden rule, in which the scattering rate y=1/r& is propor-
tional to the density of available states. Once k&T becomes
much smaller than 5, the number of states into which an
electron in a single level can scatter becomes constant, as the
various levels cease to strongly overlap. On the basis of the
preceding arguments, we might then expect that the tempera-
ture would effectively drop out of the problem, and the r&
would saturate. The value of v& at saturation would then
reAect the finite overlap between the zero-dimensional lev-
els, due to lifetime broadening effects. In discussing such
broadening it is possible to distinguish between two types of
effect: one intrinsic, and presumably related to the properties
of the host semiconductor material, and another extrinsic,
and due to the escape of electrons from the dot." Unfortu-
nately, since there is currently no well-defined theoretical
framework describing the properties of the fluctuations in
ballistic quantum dots, we are unable to resolve whether this
broadening is limited by either intrinsic or escape-related ef-
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fects. One way to check this in future experiments would be
to evaluate v.

& for several different dot openings; if the re-
sulting value of 7& is independent of opening size, then this
would suggest that the broadening is intrinsic (here the zero-
field resistance of the dot was typically of order 16 kA, so
that the dot was essentially always close to the tunneling
regime ).

In a previous paper, chaotic scattering theory was applied
to the fluctuations is ballistic dots to obtain estimates for
7&. This approach also showed a saturation in 7& at low
temperatures, but the origin of this is believed to be very
different from that which we observe. In particular, rather
than resulting from some intrinsic effect, the saturation is
thought to result from a breakdown of the semiclassical
model the authors empl'oy, which effectively determines v~
from the low-field value of B, . In our experiments, B, is
essentially independent of temperature at low fields (Fig. 3),
so that the same analysis applied here would give a
temperature-independent r@ across the entire range of our
measurements. In this sense, the relatively simple model we

employ would appear to be free from the complications
which affect other approaches, and we emphasize the intrin-
sic origin of the saturation we observe.

In conclusion, we have determined the phase-breaking
time ~& of electrons in ballistic quantum dots from the ape-
riodic fluctuations observed in their low-temperature magne-
toconductance. Our analysis shows that at temperatures close
to a degree Kelvin ~@ scales roughly inversely with tempera-
ture, reminiscent of electron-electron scattering in two-
dimensional disordered systems. At much lower tempera-
tures, however, a saturation in 7& is observed, with the
transition between the two regimes occurring once the ther-
mal smearing becomes smaller than the expected level spac-
ing in the dot. The saturation is therefore understood to result
from a transition from two- to zero-dimensional transport, as
the discrete level structure of the dot becomes resolved.
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