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The transition temperatures and phase diagram of a diluted magnetic system with a Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction are studied by extension of the model by Sherrington and
Southern. The model provides a way to calculate the distribution of interactions in the material.
Some of these distributions are presented. Using the mean and the width of the distributions, the
magnetic transition temperatures can be calculated. Furthermore, the phase boundary separating
the ferromagnetic state from the spin-glass state can be determined. The results are compared with
experimental data obtained for Sn;_Mn;Te and Pbg.2s—2Sng.72Mn;Te. In these compounds the
magnetic phase depends on both the manganese concentration and the concentration of free carriers.
Therefore, these compounds are very suitable to study the RKKY interaction. The calculated tran-
sition temperatures can describe the experimental results only qualitatively, whereas the calculated
phase boundaries are quantitatively in accordance with the experimental data.

I. INTRODUCTION

In diluted magnetic systems the magnetic phase is
usually determined by the concentration of magnetic
ions. At low concentrations of magnetic ions most
systems are spin glasses, whereas at higher concentra-
tions a ferromagnetic or antiferromagnetic phase occurs.
This behavior can be explained with the interaction
mechanisms present in the material. In insulators, like
Eu,Sr;_,S,! and semiconductors, like Zn;_,Mn,Se or
Cd;_.Mn_,Te,?> 5 the important interactions are direct
exchange® and superexchange.” If a competition between
these interactions occurs due to the lattice topology or
a different sign of the interactions, a spin-glass phase is
expected at low concentrations of magnetic ions. At high
concentrations of the magnetic ions, the magnetic phase
of the compound is determined by the strongest of the
interactions, which usually is the interaction with the
nearest neighbor.

In metallic systems, like CuMn or AuFe,®° the most
important interaction is the long-ranged Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction.'® This inter-
action is oscillating as a function of the distance be-
tween two magnetic ions, thereby inducing both ferro-
magnetic and antiferromagnetic interactions in the ma-
terial, which leads to a spin-glass phase. At high concen-
trations of magnetic ions, a ferromagnetic or antiferro-
magnetic phase occurs, depending on the strongest inter-
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action. The strongest interaction may be determined by
the RKKY interaction, but additional interaction mech-
anisms, like superexchange or direct exchange, may also
play a role.!! If at these high concentrations the mate-
rial is ferromagnetic, like in AuFe, an intermediate phase,
called the reentrant-spin-glass phase, may be observed.!2
In a reentrant-spin-glass phase two phase transitions are
observed: a ferromagnetic transition at a higher temper-
ature and a spin-glass transition at a lower temperature.

In the semimetallic system of Sn;_,Mn,Te and
Pbo.os_+Sng 72Mn,Te the situation is even more diverse.
Like in AuFe, ferromagnetic, spin-glass, and reentrant-
spin-glass phases are observed, but the material does
not always show a phase transition within the exper-
imental temperature range (I' > 1.5 K, paramagnetic
phase). Most importantly, the occurrence of these mag-
netic phases not only depends on the manganese con-
centration, but also on the concentration of free carriers
in the material. This carrier concentration can be con-
trolled by a thermal annealing procedure, independent
of the manganese concentration.!®!4 In terms of interac-
tion mechanisms, the system represents an intermediate
situation between semiconductors and metals, because
both the superexchange and the RKKY interaction are
important. This can qualitatively explain the observed
magnetic behavior (see Sec. II).

The first quantitative theoretical approach to the
carrier-induced ferromagnetic-to-spin-glass transition
was based on some geometrical arguments to predict the
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phase transition.’® An improvement of this argument will
be presented in this paper (see Sec. VI). Subsequently,
the phase boundary was described with the model of
Sherrington and Kirkpatrick (SK),'® which is often used
to describe spin glasses, but can also describe a transition
to a ferromagnetic state. In the SK model, the magnetic
system is described by the Heisenberg Hamiltonian

H=— JyS:-S; (1)
2¥)

in which each ion is assumed to interact with all other
ions. The interaction strength J;; is assumed to have a
Gaussian probability distribution. Whenever the width
(AJ) of the distribution is larger than its mean (Jo), the
model predicts a spin-glass phase. Instead of these Gaus-
sian distributions, the distributions of internal fields were
calculated using the mean random field (MRF) model.®
The mean and width of these distributions were used to
calculate the phase boundary.'”>!® Since the MRF model
neglects the discreteness of the lattice, a discrete version
of this model was also formulated, but this lacked a firm
basis.1® This basis can be provided by the model by Sher-
rington and Southern (SS).'® This model is the quantum,
general spin version of the well-known short-range model
by Edwards and Anderson.2? In the present contribution,
we will use the extension of the model, appropriate for
systems with a large number of magnetic neighbors, as
suggested by SS. In our opinion, the SS model describes
the situation encountered in diluted systems in a more
realistic way than the SK model, because the range of
the interaction is strongly limited by the carrier mean
free path, whereas SK assume an infinite range of the
interaction.

Moreover, we will apply the model for the theoreti-
cal calculation of the transition temperatures. In spin-
glass systems such calculations have been reported by
several authors. Both SS and SK have given relations for
the transition temperatures. However, the spin-glass or-
dering temperature observed in computer simulations is
much lower than the ordering temperature predicted by
SK.2! Mydosh and Nieuwenhuys®?22 have described the
T-z phase diagram of AuFe and PdMn with calculations
based on the MRF and SK models. These calculations
could describe the qualitative features of the experimen-
tal data. Nevertheless, these authors conclude that the
SK model cannot be used in their case for a quantitative
description. Larsen?® has developed a model to describe
the spin-glass freezing temperatures, rendering fair agree-
ment with the experimental data on CuMn and AuFe.
However, he assumes that the width of the distribution
of interactions is given by the envelope of the RKKY
function, and thereby depends on the distance between
impurities. The validity of this assumption is question-
able.

In this paper we will describe the magnetic properties
of diluted magnetic systems with a RKKY interaction.
Using the SS model, we will calculate the distribution
of interactions in the material (Sec. III), the transition
temperatures (Sec. V), and the dependence of the phase
transition on the concentration of magnetic ions and free
carriers (Sec. VI). The influence of nonmagnetic disor-
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der, causing a reduction of the mean free path of carriers,
will be introduced in the model (Sec. III) and discussed.
Before the results of the calculations will be presented,
a brief review of the experimental results will be given
(Sec. II). The paper will be completed with a summary
of the results and the conclusions (Sec. VII).

II. EXPERIMENTAL RESULTS
AND PHASE DIAGRAM

In order to compare our model to experimental re-
sults, we will first shortly describe the magnetic-phase
diagram of Sn;_,Mn,Te and Pbg 25— ,Sng.72Mn,Te. The
low-temperature magnetic phase of these compounds was
studied on bulk samples with a manganese concentra-
tion ranging from =z = 0.007 to z = 0.10, and a car-
rier concentration p covering the broad range between
102° and 4 x 10%' cm™3. The carrier concentration was
determined from measurements of the Hall effect at 77
K. Since it was shown that the carrier concentration in
Pbo.28—2Sng.72Mn, Te is constant below 100 K,?* we can
assume that the value found at 77 K is also valid at liquid-
helium temperatures. In the spirit of Karczewski et al.,?®
we have corrected the Hall-carrier densities for the band
structure of the compound to yield the true carrier con-
centration. This correction factor was between 0.8 and
1.5.

The experiments to determine the magnetic phase of
the samples included magnetization, ac susceptibility,
specific heat,13:17:2426728 554 peutron diffraction.'* The
resulting magnetic-phase diagram is presented in Fig. 1.
In this diagram, the magnetic phase of a sample is in-
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FIG. 1. Magnetic-phase diagram of Pbo.2s—«Sno.72Mn.Te
and Snj;_.Mn;Te. The squares represent measurements on
Pbo.2s—=Sno.72Mn. Te; the circles represent measurements on
Sni_.Mn_,Te. Crossed symbols, paramagnets; solid symbols,
ferromagnets; half-solid symbols, reentrant spin glasses; and
open symbols, spin glasses. The curves represent the calcu-
lations of the phase boundary. Solid curve, SS model, mean
free path A = oo; dashed curve, SS model, A = 1 nm; dotted
curve, geometrical model.
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dicated as a function of both the manganese concentra-
tion and the carrier concentration. It is evident that the
carrier concentration has a profound effect on the mag-
netic phase of the material. At a carrier concentration
of p. = 3 x 102° cm ™2 an abrupt change in the magnetic
phase, measured at T > 1.5 K, from a paramagnetic to
a ferromagnetic state takes place. This transition, which
was first found by Story et al.,?® is imposed by the band
structure of the material.3°

If the concentration of carriers is increased further,
however, the oscillations in the RKKY interaction be-
come important. At high carrier concentrations (p > p.),
this period is shorter and antiferromagnetic interactions
start to compete with the ferromagnetic interactions, in-
ducing a spin-glass state. This transition to the spin-
glass state is a gradual transition, and an intermediate
phase, the reentrant-spin-glass phase, is also observed.!4
A sample is considered a reentrant spin glass if in the
experimental temperature range (7' > 1.5 K) two tran-
sitions were observed. The reentrant-spin-glass regime is
indicated by the hatched region in Fig. 1. The location of
this carrier-concentration-induced transition in the phase
diagram also depends on the manganese concentration,
as it is shifted to higher carrier concentrations if the man-
ganese concentration is increased. In this paper, we will
try to explain the ferromagnetic-to-spin-glass transition,
as well as the transition temperatures based on the SS
model, which will be introduced in the next section.

II1. SS MODEL AND RKKY INTERACTION
IN Pb;_._, Sn,Mn,Te

In the Heisenberg Hamiltonian [Eq. (1)], Sherrington
and Southern have assumed that the interaction strength
is distributed according to a Gaussian distribution, with
mean Jp and width AJ, for a limited number of neigh-
bors. They calculated the temperatures at which the
transition from the paramagnetic to the ferromagnetic
state (Curie temperature T¢) and from the paramagnetic
to the spin-glass state (Tsg) occur:

1/2
S(S +1)Jo 3 AT\?
T = ———— 1— — —
°= "3y V' sErn\
(2a)
and
200

Tso = 3po (S +1?+8(s+1)/2)' % (2b)

In Fig. 2 the transition temperatures, reduced to the
width of the distribution and taking S = 5/2, are shown
as a function of the parameter n = Jo/AJ. The ma-
terial is expected to show the transition with the high-
est transition temperature. A change of the magnetic
phase is therefore expected when Tsg = T¢, yielding
n=40//1295 =~ 1.1.

For a real system, SS have suggested that one should
take
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FIG. 2. Sherrington-Southern (Ref. 19) phase diagram.
The diagram shows the transition temperatures versus the
ratio of the mean and the width of the distribution. Tsq,
transition temperature from the paramagnetic (PM) to the
spin-glass (SG) state; T¢, transition temperature from the
PM to the ferromagnetic (FM) state.

Jo = Z J(Rij;) (3a)

and

(AJ)? = Z [J(Ri;) — Jo]?, (3b)

where the summation runs over all manganese ions
present in the material. These equations will be used to
calculate the transition temperatures and subsequently
the phase boundary.

In these equations, the RKKY interaction will be in-
serted. As mentioned in Sec. II, the RKKY interaction
is only effective for carriers in the ¥ band. This band is,
however, 12-fold degenerate. Therefore, the total carrier
concentration must be divided over these 12 subbands.
Considering the ¥ band to be parabolic, the RKKY in-
teraction becomes

m*J2a8k% Ny
3273h2
y [sin(kaR) — 2kpRcos(2kpR)
(2kFR)4

Jrxky(R) =

], ()

where m* is the effective mass of the carriers, Jgq is the
Mn ion-free carrier exchange integral, ao is the lattice
constant, Ny is the degeneracy of the ¥ band, R is the
distance between two Mn ions, and

o (220=22)" ®

is the Fermi wave number. This calculation of the Fermi
wave number implies that any change of the carrier con-
centration in the L band is neglected for p > p.. This
assumption is well satisfied, due to the large difference in
effective mass for both types of carriers.2®

In this expression for the RKKY interaction, it is
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assumed that the carriers in the material have an
infinite mean free path. However, the carriers in
Pbg.28-2Sn0.72Mn,Te and Sn; _,Mn, Te are generated by
vacancies in the lattice, which act as scattering centers
for the carriers. This nonmagnetic disorder is therefore
a source for dispersion of the RKKY interaction, which
renders the exchange coupling between, e.g., nearest-
neighbor pairs of spins into a statistical quantity. This
results in a random phase of the oscillations of the RKKY
function. For the calculations, we must average over this
nonmagnetic disorder. It was already pointed out by de
Gennes®! that for large distances this averaging results in
an exponential damping of the interaction, with a charac-
teristic length scale A. Usually, this exponential damping
term is included in the interaction at all distances:

j(R) = JRKKy(R) exp (—}Xz) for all R. (6)

For R < )\, however, it was shown theoretically that
the nonmagnetic disorder does not significantly affect the
RKKY interaction.3?2735 Therefore, we will approximate
the real interaction, by an exponential damping of the
RKKY interaction at distances R > A, and the pure
RKKY interaction at R < A. The distance of R = A,
separating the two regimes, was chosen arbitrarily. Fur-
thermore, we adjusted the exponential term to obtain a
continuous function at R = A. The interaction, averaged
over the nonmagnetic disorder, is now

j(R) = JRKKy(R), R < /\, (7&)

J(R) = Jrkky(R)exp (—R—;A), R>), (b

where Jrkky(R) is given by Eq. (4). To calculate AJ,
the average over J2 has to be known as well. This is
given by

ﬁ(R) = JI%KKY(R)’ R < A, (8a)

T?(R) = JEkky (R) exp (_2RT~A>

1 (m*J2a8kiNe \* 1+ 4k} R
2 321372 (2krR)®

x[1- e (2252)].

With this formulation, we will calculate the distributions
of interactions in the material. The mean and width of
these distributions will be used to calculate the transition
temperatures and the phase boundary.

R> A (8b)

IV. DISTRIBUTION OF INTERACTIONS

To calculate the distribution of interactions, the total
interaction an ion i experiences from its surrounding ions
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will be considered. In the spirit of SS, this is given by

> I®), 9)

all ions

Ji =

where J(R) is given by Eq. (7). For the distribution of
interactions, all ions ¢ must be taken. This is equivalent
to taking one central ion, and considering all possible con-
figurations of ions around this ion. These ions can be put
into shells j, separated from the central ion by a distance
R; = ao+/j/2.%¢ Each ion within such a shell interacts
with the central ion with a strength J(R;). Then

N
Ji = Znijj(Rj)' (10)

j=1

Here n;; is the number of ions present in shell 7 in the
configuration corresponding to distribution i, IV is the
number of shells taken in the calculation (N = 200), and
J(R;) is taken from (7). The probability associated with
this J; equals the probability of the distribution:

Ngj

P(J;) =p; = ﬁ ( i ) g™i(1—gz)s ™, (11)

j=1

where z; is the number of lattice sites in shell j. By choos-
ing N = 200, we have included all interactions within a
sphere with a radius of 10ay. Because of the fast decrease
of the RKKY interaction, a summation over larger dis-
tances contributes negligibly to the result. The effect of
spin flips due to spin-orbit scattering or electron-phonon
interactions is neglected as well, because they are ex-
pected to introduce still larger length scales at low tem-
peratures.

Some of the calculated distributions, taking A = 1
nm,?® are shown in Fig. 3. The interaction strengths are
scaled to the interaction strength at the nearest-neighbor
position [J(R;)] to avoid uncertainties in the parameters
determining the strength of the RKKY interaction. In
Figs. 3(a)-3(c) the carrier concentration was kept con-
stant at p = 20 x 10%2° ¢cm~3, while the manganese con-
centration was changed (z = 0.001, 0.01, and 0.1). In
Figs. 3(d)-3(f) the manganese concentration is kept con-
stant at £ = 0.03, while the carrier concentration was
changed (p = 5, 20, and 50 x 102° cm™3). With a very
low manganese concentration [Fig. 3(a)], the distribu-
tion is discrete, and the peaks correspond to the inter-
action strength at the lattice sites. The main peak of
the distribution is situated at J; = 0. If the manganese
concentration is increased, the peaks first broaden and
merge, because the lattice is filled more [Fig. 3(b)], and
subsequently the distribution shifts to higher interaction
strengths [Fig. 3(c)]. In this process, the main peak of
the distribution first shifts to negative values of J;, and
subsequently to high positive values. At z = 0.50 the dis-
tribution is Gaussian, and above z = 0.50 the distribu-
tion gradually decomposes again into separate lines, end-
ing in a discrete distribution near z = 1.0 (not shown).
If the carrier concentration is increased [Figs. 3(d)-3(f)],
the period of the RKKY interaction decreases, which re-
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FIG. 3. Calculated distributions of interactions for vari-
ous combinations of manganese and carrier concentrations.
(a) z = 0.001, p = 20 x 10** cm™3; (b) z = 0.01,
p =20 x10*® cm™3; (c) z = 0.1, p = 20 x 10%° cm™3; (d)
z =0.03,p = 5x10%° cm™3; (e) ¢ = 0.03, p = 20x10%° cm™3;
and (f) £ = 0.03, p = 50 x 10%° cm™3. The interaction
strengths are scaled to the interaction strength at the near-
est-neighbor position. The mean free path A = 1 nm.

sults in a strong distance dependence of the interaction
of the central ion with its first few neighbors. Therefore,
if the manganese concentration is low, the distribution is
dominated by these neighbors, resulting in a more struc-
tured distribution at high carrier concentrations.

Also in this case, the main peak of the distribution
is found at J; < 0. It thus turns out that the main
peak of the distribution is situated at a negative total
interaction if the manganese concentration is low and the
carrier concentration is high. If the opposite is true, the
main peak is situated at a positive total interaction. In
the former case a spin-glass phase is expected, whereas
in the latter case a ferromagnetic phase will occur. This
is in good agreement with the experimental observations.

V. TRANSITION TEMPERATURES

We will now proceed with the results of the calculations
of the transition temperatures, where we will consider the
Curie temperature and spin-glass ordering temperature
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[Eq. (2)], as well as the Curie-Weiss temperature (©).
For Tc and Tsg both Jg and AJ must be known. These
can be calculated from the distributions of interactions,
but fortunately, it can also be done analytically, as

Jo = Zpi']’i,

(12a)

2

N
(AaJ)? = ZPi ZnijJ(Rj) - ZPiJiZ, (12b)
[ Jj=1 7

with J; taken from Eq. (10). This can be rewritten to

N
Jo=z ) z;J(Rj), (13a)
N —
(A7 = (=27 3 T2 (Ry)
i = =2
+a® " 2} [T2(Ry) - T'(R))]
NN
=i
(13b)

The first term in Eq. (13b) is due to the magnetic disor-
der, the second term appears only in the case of nonmag-
netic disorder, and the third term stems from correlations
between the magnetic and nonmagnetic disorder. These
correlations are only present if the spatial distributions
of vacancies and manganese ions are correlated. We will
assume that these correlations are absent, by which the
last term in Eq. (13b) vanishes.

The Curie-Weiss temperatures, which will also be con-
sidered, can be obtained from high-temperature series
expansions as

_ 25(S+1)z = 25(5+1)
o= —SE > 2z J(R;) = B Jo.  (14)

j=1

Since the sums in Eq. (13b) only depend on the car-
rier concentration, the contributions from the carrier and
manganese concentration to the transition temperatures
can be investigated separately. It is now clear that the
model predicts that © is proportional to z, T¢ is pro-
portional to z only if % > 12/35, which is already rea-
sonably well established when the ferromagnetic phase
occurs (n > 40/+/1295), and that Tsq is proportional to
Vz for low values of z(< 1).

In Fig. 4 the calculations of ©/z are compared to
the experimental data. To investigate the influence of
the mean free path of the carriers, two values for \ are
taken: A = 1 nm and A = oco. The magnitude of the
Curie-Weiss temperature was fitted to the data, taking
m* = 1.7m.,2% and using J,q as a fitting parameter. This
yielded Jyq = 65 meV for both values of A. Both curves
describe the experimental data reasonably well, although



FIG. 4. Curie-Weiss temperature scaled to the manganese
concentration versus the carrier concentration for samples of
Sn;—Mn,Te with z ranging from 0.026 to 0.080. The curves
are calculations based on the SS model. Solid curve, A = oo;
dashed curve, A = 1 nm.

the calculated transition to the paramagnetic state is not
as sharp as observed experimentally. The value of Jgq
compares well with reported values, which range from
33 meV, obtained from electron paramagnetic resonance
experiments,3” to 100 meV, also obtained from Curie-
Weiss temperatures, but using a different model.3® We
will use the value of Jgq obtained in this description for
the calculations in the rest of this paper.

Tc/z and Tsg/+/x, calculated for z = 0.02, 0.05, and
0.10 with A = 1 nm, are shown together with our ex-
perimental data in Fig. 5. The calculated lines are only
shown in the regime where they are valid, according to
the SS phase diagram (Fig. 2). As predicted, the calcu-
lations of T¢ [Fig. 5(a)] approximately scale with z in
the regime where the ferromagnetic phase occurs. Com-
pared to the experimental results, the magnitude of T¢
is somewhat too high, especially at high carrier concen-
trations. It must be noted, however, that the relative
uncertainty in the experimental data is roughly 10%, due
to the inaccuracy of the determination of the manganese
concentration. The difference between the calculations
and the experiments at high carrier concentrations is not
unexpected, because the calculated Curie-Weiss temper-
ature is also too large at these carrier concentrations, and
the difference between the Curie-Weiss temperature and
the Curie temperature in the calculations is only small.

The calculated spin-glass temperatures [Fig. 5(b)] in-
deed scale with /z, as expected. However, the curves fail
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FIG. 5. Tc/z (a) and Tsa/+/= (b) as a function of the car-
rier concentration. Lines represent the calculations for A =1
nm; markers represent the experimental data.

to describe the experimental data. This can be attributed
to the fact that the SS model predicts a spin-glass phase
if Tsq > T¢, whereas the experimental freezing tempera-
tures are much lower than the Curie or Curie-Weiss tem-
peratures. Moreover, the experimental freezing temper-
atures appear to scale roughly with z instead of /z.!*

Nevertheless, the model does describe other experi-
mental features. This can be seen in Fig. 6, where the
calculated transition temperatures are plotted versus the
manganese concentration for three different carrier con-
centrations, together with experimental data on samples
with approximately the same carrier concentrations. To
describe the experimental data we discern different tem-
peratures: the Curie temperature (T¢) for ferromagnetic
and reentrant-spin-glass samples, the freezing tempera-
ture (Tsg) for spin glasses, and the temperature of the
ferromagnetic-to-spin-glass transition (TrMm.sg) for reen-
trant spin glasses. TpM.sg cannot be described with the
SS model, but is included in the diagrams to facilitate the
comparison with results on other reentrant-spin-glass sys-
tems, like AuFe and PdMn (Refs. 11, 8, 22), and earlier
results in this system.?8:3° For the calculated curves we
have only shown the higher of the Curie and spin-glass
temperatures. The crossover from Tsg at low manganese
concentrations to T¢ at high manganese concentrations
is indicated by the arrows.

For p =~ 7 x 102° cm™3 [Fig. 6(a)] the model predicts a
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FIG. 6. Transition temperatures as a function of the
manganese concentration for p ~ 7 x 10*° cm™® (a),
p~ 17 x 10°° cm™2 (b), and p ~ 38 x 10%° cm™3 (c). The
curves represent the calculations with the SS model; mark-
ers represent the experimental results. Solid curve, A = oo;
dashed curve, A = 1 nm. Open circles, Curie temperature;
solid circles, spin-glass temperature; solid triangles, ferromag-
netic-to-spin-glass transition temperature.

phase transition at approximately z = 0.01. All our data
are for £ > 0.026 and show a ferromagnetic transition.
This is in accordance with the model, but as there are
no data available around the transition point, we cannot
test its location. For p &~ 17 x 102° cm™2 [Fig. 6(b)] the
calculated point for the phase transition coincides with
the experimental point. It must be noted that the ex-
periments on the sample with £ = 0.026, pictured as a
spin glass, indicate that it may also be interpreted as a
reentrant spin glass, in which the temperatures T¢ and
Trm-sc are so close that the two transitions merge into a
single transition. The magnetic phase of this sample can
therefore not be determined unambiguously. For high
carrier concentrations [p ~ 38 x 102° cm™3, Fig. 6(c)]
the magnitude of the calculated temperatures is too high,
but the transition point is predicted at approximately the
correct manganese concentration. At this carrier concen-
tration, the magnetic phase of the sample with z = 0.065
cannot be determined unambiguously, just like the sam-
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ple with = 0.026,p ~ 17 x 10%2° cm ™3 described above.
The experimental phase diagrams presented in Fig. 6(b)
and Fig. 6(c) are in quantitative agreement with those re-
ported by Mauger and co-workers,?®3° and qualitatively
resemble those in AuFe and PdMn.'}%:22 The shape of
the calculated curve resembles that of the measurements.
The differences between the curves with different \’s are
again not so large.

Now that we have seen that the transition from spin
glass to ferromagnet can be described reasonably well at
these carrier concentrations, we will proceed to calculate
the phase transition in the z-p phase diagram, and com-
pare it to the experimental data.

VI. BOUNDARIES IN THE z-p
PHASE DIAGRAM

In this section we will describe the phase boundary
in the z-p phase diagram using two different approaches.
First, a previously reported geometrical argument will be
refined, and subsequently the SS model will be used.

As argued before (Sec. IV and Ref. 13) a ferromag-
netic phase may be expected if the ferromagnetic onset
of the RKKY interaction is most important. Therefore, a
phase transition is expected when the distance at which
the RKKY interaction changes sign (Rrkky) equals the
average distance at which a Mn ion has its nearest mag-
netic neighbor (Rpp,).12 This conclusion was also reached
by Mauger and Escorne3® based on a percolation argu-
ment.

Rrkky is determined from Eq. (4):

4.49
Rrkky = TP (15)
where kp is given by Eq. (5).

The average Mn distance is obviously determined by
the concentration of magnetic ions. However, to calculate
Ry is not straightforward. Previously, this was deter-
mined by calculating the cubic root of the mean volume
(volume model), yielding!3-3°

Ry = Ryz™ Y3, (16)

This is equivalent to placing all ions on a virtual fcc lat-
tice, with a nearest-neighbor distance Ryr,. The distribu-
tion of ions over the real lattice is, however, not regular.
This will affect the average distance at which a magnetic
neighbor is found. Therefore, we adopted a more realis-
tic way to calculate Ry, by performing a sum over shells
surrounding a central ion (shell model). As we are only
interested in the nearest magnetic neighbor, a shell is
taken into account only if it contains ions, and all inner
shells are empty:

Byvn=Ri[1—-(1—2)"]+ Ry(1 — 2)* 1—-(1-=2)*]

+ . +RN(1 _ $)z1+-~+z1v_1 [1 _ (1 _ w)ZN] ,
(17)

where (1 — z)% is the probability that shell j is empty.
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FIG. 7. Average nearest-magnetic-neighbor distance,

scaled to the nearest-neighbor distance, versus the manganese
concentration calculated for both our models (see text).

In Fig. 7 this average distance is shown in a log-log plot
together with the distance calculated from the average
volume [Eq. (16)]. The difference between the two curves
is striking. At low manganese concentrations, both ap-
proaches yield an average distance approximately propor-
tional to /3, but in the shell model it is already close
to the nearest-neighbor distance at x ~ 0.20, the perco-
lation limit for the fcc lattice. This is consistent with the
intuitive picture that a ferromagnetic phase should oc-
cur above the percolation limit if a strong ferromagnetic
nearest-neighbor interaction is present. The difference
between the two approaches is due to the difference be-

tween R® (volume model) and R (shell model). This
difference arises from the random distribution of the Mn
ions over the cation sublattice. Since we consider only
the nearest neighbor of each ion, short distances are fa-
vored over long distances, thereby reducing the average
distance with respect to the virtual lattice used for the
volume model.

The phase boundary in the z-p phase diagram was cal-
culated by equating Ry, [Eq. (17)] and Rrxxy [Eq. (15)]
This boundary is shown in Fig. 1 as the dotted curve. If
this curve is compared to the curve calculated with Eq.
(16) (see Ref. 13), it has shifted towards lower manganese
concentrations, thereby missing the data by an order of
magnitude. This intuitive model does therefore not de-
scribe the data accurately, in spite of earlier claims.3

In the SS model, the phase boundary is determined by
the relation Tsg = T¢, yielding n = Jo/AJ = 40//1295,
where Jy and AJ are calculated with Eq. (13). As 7 is
given by the ratio of Jo and AJ the phase boundary does
not depend on the magnitude of the RKKY interaction
or, more specifically, on the value of Jsq. The lines thus
obtained are also shown in Fig. 1. The model describes
the experimental data well. The effect of the finite value
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of A on the phase boundary is not so large. This is caused
by two opposing effects of the mean free path. A short
mean free path reduces the influence of the outer shells
with respect to the inner shells. This will reduce both
the mean and the width of the distribution of interac-
tions. Their ratio does not change too much, and there-
fore the net effect on the phase boundary is not so large.
Furthermore, the mean free path reduces the interaction
strength only at distances beyond R = ), which is be-
yond the fifth neighbor. An important part of the total
interaction strength is then already built up.

VII. DISCUSSION AND CONCLUSIONS

In this paper, we presented a model description of
the ferromagnet-to-spin-glass transition in a diluted mag-
netic system with an RKKY interaction, based on the
model by Sherrington and Southern. Due to the domi-
nance of the RKKY interaction, the free carrier density
is an important parameter in the system. The model
was applied to Sn;_,Mn,Te and Pbg.28_.Sng.7oMn,Te,
a system that is very suitable to study the RKKY inter-
action because of the importance of both the free carrier
density and the manganese concentration. Nevertheless,
it can in principle be applied to any system in which the
magnetic behavior is dominated by the RKKY interac-
tion.

The SS model was chosen for the description, because
it was developed for a system with a short-ranged inter-
action. Although the RKKY interaction is long ranged,
its range is greatly reduced by the short mean free path
of the carriers in our system. If the mean free path is
longer, the SK model may be preferred above the SS
model. However, the formulations are different and in
the SK model only S = 1/2 magnetic moments are con-
sidered. The SK formulation is not easily transformed to
include a general spin of the magnetic moments. An ad-
vantage of the SK model is the possibility to describe the
transition from the ferromagnetic to the spin-glass state
by means of the de Almeida—Thouless formalism.*® This
transition is attributed to the instability of the ferromag-
netic phase at low temperatures. The stability of the SS
model is not investigated up to now, which hampers the
description of the ferromagnetic-to-spin-glass transition
temperature. It is, however, conceivable that an insta-
bility will occur in the SS model as well. This means
that the phase boundary we have calculated is in fact
the boundary separating the spin-glass and reentrant-
spin-glass regimes. The transition to the ferromagnetic
state should occur at a higher value of 1, which results
in a phase boundary positioned at lower carrier concen-
trations with respect to the boundaries plotted in Fig.
1.

In the model the valence band is assumed to be
isotropic, and interactions between the various valence
band maxima are neglected. These effects were shown to
render an anisotropic RKKY interaction.?! In that case
the first switch from a ferromagnetic to an antiferromag-
netic interaction is expected to occur at a shorter dis-
tance, which favors the formation of a spin-glass phase.
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These effects were not included, because of an increase
of the number of unknown interaction parameters, and a
large numerical complication of the model. The influence
of the antiferromagnetic superexchange mechanism was
also not considered. The superexchange mechanism will
reduce the interaction at the nearest-neighbor position,?*
again favoring the formation of a spin-glass phase. It is
further possible that the mean free path of the carriers
also depends on the concentration of those carriers, be-
cause the carriers are generated by vacancies in the host
lattice. A high carrier concentration therefore implies
a high vacancy concentration, which reduces the mean
free path of the carriers. This favors the ferromagnetic
phase at high carrier concentrations, because the inter-
action will be limited to the first few, ferromagnetically
coupled neighbors. The combined effect of these effects
still demands further theoretical study.

To conclude this paper, we will summarize our main
results. Using our model, we calculated the distribu-
tions of interactions in the material. The magnetic phase
predicted by these distributions is in good agreement
with the experimental observations. Using the mean and
width of these distributions, the Curie-Weiss constant, as
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well as the Curie temperature and the spin-glass ordering
temperature, can be calculated. The calculated Curie-
Weiss constant could be fitted to the measured temper-
atures reasonably well. Using the results from these fits,
the calculated Curie temperatures were also in reason-
able accordance with the experiments. The calculated
spin-glass temperatures were, however, much higher than
the experimental temperatures. This is attributed to an
inconsistency in the SS model. Subsequently, the tran-
sition points from spin-glass behavior to ferromagnetism
can be used to compile a phase boundary in the z-p phase
diagram. This boundary describes the experimental re-
sults quite well. The length of the mean free path of the
carriers did not significantly affect the results.
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