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Using molecular-dynamics simulation, we study the mixing induced by keV ions in metals and metal-
lic bilayers and its dependence on materials properties. This is possible since we use many-body poten-
tials of the tight-binding form, in which the cohesive energy and the heat of mixing can be independently
assigned. In the simulations, the interface mixing shows an inverse-square dependence on the cohesive
energy, and a stronger than linear dependence on the heat of mixing. Both features are in accordance
with the experimental observations, and with existing phenomenological models. Mixing depends qua-
dratically on the deposited energy. These features are in even quantitative agreement with a phenome-
nological model of thermal spike mixing. . Only small mass e6'ects in the mixing of isotopic systems are
observed.

I. INTRQDUCTIGN

When an interface is bombarded by energetic ions,
atoms may be displaced from each side of the interface
into the other, and hence the material is mixed. ' This
ion-beam-induced mixing e6'ect has been used to create
metastable phases of materials. Qn the other side, it
may be detrimental, for instance in the application of the
sputter depth profiling technique for surface analysis.
Various mechanisms have been formulated to govern the
mixing process. ' First, the knock-on relocation of
atoms from their lattice sites by the ion or other cascade
atoms will contribute (collisional mixing). Second, at
higher temperatures —which may also be existing in the
thermal spike created by the ion bombardment—
diffusion processes may be enhanced, either due to the
surplus of point defects created or due to a transient
melting of the spike region. Finally, chemical forces may
bias the Auxes; this may happen either in the collisional
phase (chemically guided motion) or in a thermal
spike. ' From a theoretical point of view, coHisional
mixing has been studied both analytically ' and by
computer simulation" to a considerable degree. In con-
trast, thermodynamic and chemical forces have mostly
been incorporated in the understanding of mixing by phe-
nomenological models. ' ' Molecular-dynamics
simulations have been performed, but mostly with the
aim of defining and understanding the concept and the
role of the thermal spike. ' '

In the present paper, we shall use systematic
molecular-dynamics simulations in order to study the
effect of the materials parameters (chemical forces) on the
mixing behavior. To this end, we shall investigate the
mixing of pure Cu and of various model metals. The
many-body potential of Cu, which we use, will allow us to
modify independently the cohesive energy of this materi-
al, and the heat of mixing of a metal pair. This will allow
us to study quantitatively the inhuence of these two ma-
terial parameters on the mixing process. We shaH see that

the results obtained will compare favorably with the ex-
periments, and with phenomenological models. We note
that the present study concentrates on producing statisti-
cally reliable data on average quantities, which may be
used for checking against phenomenological models. We
did not analyze the data on a single-event atomistic scale,
and will hence not immediately provide a microscopical
picture of the mechanisms of mixing.

In molecular-dynamics computer simulation, we can-
not perform systematic and statistically reliable studies
with ion energies above a few keV. Hence, our studies
are of most interest to keV mixing processes. For this
reason, we investigate a near-surface geometry, where a
surface film with a thickness of a few monolayers is
mixed into the substrate. However, we believe that some
of our results can also be used for an understanding of
materials e6'ects in high-energy mixing, in so far as local,
low-keV subcascades are important for mixing. Of
course, a number of eQ'ects present in high-energy
cascades —such as recoil implantation, or spike (i.e., sub-
cascade) overlap —are not covered by the present ap-
proach.

II. METHOD

We use a standard molecular-dynamics code. ' Our
simulation crystallite has a free unrelaxed (100) surface;
the other five sides contain two layers of damped atoms
in order to simulate the environment of the crystallite. It
contains 11 435 atoms in 21 layers; its lateral extension is
33 ML. Because of damping, atom motion in the last two
layers will not be recorded. The crystaHite is kept at 0 K
at the beginning of the simulation. The simulation is ter-
minated at 8 ps after the projectile impact. Each simula-
tion consists of a series of 25 events; in each event, a pro-
jectile hits a virgin crystallite with a random impact pa-
rameter in a symmetry-reduced unit cell in the middle of
the crystal surface. The results shown are averages over
these 25 events; error bars in the figures indicate the
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simulation. We monitor two related quantities: The
number N„,(z, E, )b,, of recoils created in layer z (inter-
layer spacing b,z) with an energy above energy E„and
the depth distribution of recoil energy, E„,(z,E, ), which
we define as the total amount of kinetic energy of the
recoils created in layer z with minimum energy E, . In
the linear cascade regime, the number of recoils is pro-
portional to the deposited energy,

m

We denote the deposited energy calculated from the num-
ber of recoils by Edep The quantity I depends weakly
on the interatomic potential; it is set equal to
I =0.52. The recoil energy E„,is not identical to
the deposited energy, on the one hand, since contribu-
tions of potential energy are not included in the monitor-
ing of E„„andon the other hand, since one recoil may
give energy to another recoil in the same layer, and both
are counted to contribute to E„,. We, therefore, calcu-
late the deposited energy, Ed,„',by normalizing the depos-
ited energy to the bombarding energy, Ep and the layer-
resolved recoil energy E„,(z,E, ) to the total layer-
integrated recoil energy, E„.. .(E, ) =Q,E„,(z,E, ):
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ergy amounts to roughly 75 eV per monolayer, i.e., ID
(z =6.5)=—40 eV/A, if the E&~,' data for E, =l eV are
used. We note that the form of the deposited energy dis-
tribution does not vary when the details of the many-
body attraction are changed in the series of systematic
simulations displayed below. This is due to the fact that
the shape is determined by the repulsive high-energy in-
teractions, which have been modeled to be identical in all
of the simulations presented in this paper.

A basic quantity extracted from the simulation is the
average number of target particles relocated from atomic
layer z to atomic layer z+g, which will be denoted by
b N (z ~z +g). It is connected to the well-known reloca-
tion cross section der(z —+z +g) from analytical
theory ' by AX =n doAz, where n is the number den-

While the first definition is an obvious implementation of
the linear cascade ideas, and will be valid at not too small
cutoff energies E„larger than some tens of an eV, say, we
use the second detection scheme for the deposited energy
as a control of how sensitive this quantity is with respect
to the detection mechanism. The methods described here
become invalid as soon as a noticeable part of the in-
cident energy is deposited outside the simulation crystal-
lite; we checked that this is the case for bombarding ener-
gies above 2 keV.

We, furthermore, note that the notion of a deposited
energy is not well defined in a molecular-dynamics simu-
lation, where all energies are finally carried away by pho-
nons. The difficulties of defining a recoil and its energy in
a molecular-dynamics simulation have been discussed
elsewhere.

For further reference we define —quite arbitrarily —as
the deposited energy in layer z the quantity,

Ed, ' (z, E, = 1 eV)
I'D(z) =

Az
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Figure 2 shows that the two definitions used to obtain
an estimate of the deposited energy distribution coincide
reasonably well. Furthermore, the effect of lowering the
cutoff energy E, is obvious, in that the distribution
broadens out and becomes smoother, while energy is dis-
sipated away into the depth of the crystal. The center of
the cascade (maximum of the deposited energy) is situat-
ed at around the fourth monolayer, but tends to move in-
ward with decreasing E, . At the interface between the
sixth and seventh monolayer, which will be of interest in
our studies of bilayer interface mixing, the deposited en-

0 0 I I ~ I I

0 5 10
z (monolayers}

15

FIG. 2. Energy deposited per layer in a pure Cu sample, due
to 1-keV Cu bombardment. Only recoils above cutoff energy E,
are taken into account. Two different detection schemes for the
deposited energy are used, one based on the number of recoils
created, Ed', p, cf. Eq. (1), and another one based on the max-
imum energy given to recoils, Ed,p, cf. Eq. (2).



14 562 HEINRICH GADES AND HERBERT M. URBASSEK 51

sity of the target, and Az is the interlayer spacing, i.e.,
half a lattice constant for our case of a (100) surface.
This quantity contains a lot of detailed information on
the mixing process. We plot in Fig. 3(a) two moments of
this quantity, the shift s and the broadening b. The shift
is defined as

s(z)= f (der(z —&z+g)= g &AN(z~z+g) . (4)
1

nAz

Ps (z) hence gives us the average depth over which a tar-
get atom, which has initially been situated at depth z, is
relocated due to an ion fiuence P. The broadening b is
defined as

b(z)= f g du(z~z+g)= g g b,N(z~z+g) .1

n6z

Pb (z) describes the broadening of a marker layer initially
situated at depth z and can be related to a diffusion
coeKcient D via b P =2Dt where the time r =P /I is the
irradiation time (I is the ion fiux). Evidently, b can also
be used to characterize other kinds of mixing phenome-
na, such as the interface mixing in which we are interest-
ed here.

The broadening distribution [Fig. 3(a)] shows a mono-
tonic decay into the target; it does not follow the near-
surface depression of the deposited, energy function. This
is undoubtedly due to the presence of the surface, which
facilitates particle motion there. This becomes clear from
a comparison with Fig. 4 below: for diminished cohesive
energy, the broadening distribution follows more directly
the deposited energy function.

The shift presented in Fig. 3(a) is negative down to the
ninth layer, i.e., directed towards the surface, and more
or less vanishes deeper inside the target. The sign of the
shift is astonishing. We interpret it to be due to the pres-
ence of the surface, which may inhuence particle motion
down to large depths, since it constitutes a sink for all
point defect motion. Thus, we think that the shift is of a
mainly relaxational nature.

In order to get a more quantitative insight into the
magnitude of the shift and the broadening, we plot the
corresponding shift length Ps and the broadening dis-
tance &Pb in Fig. 3(b) for our fiuence of /=3. 0X10'
cm . We see that the broadening distance, i.e., the aver-
age distance in depth direction covered by a target atom
during the bombardment fiuence P, is an order of magni-
tude larger than the shift, which represents the direction-
al motion of target atoms. In the following, we shall
hence concentrate on discussing the broadening distribu-
tion.

In Fig. 3(c), we compare the (vectorial) root-mean-
square displacement r (z) of particles, which start from
layer z, with the component in depth direction, rz. If the
relocation is isotropic, we should expect r~=r /3. As
Fig. 3(c) shows, this is well fulfilled below the second
monolayer. At the surface, r /3) r~, since the lateral
mobility is strongly enhanced at the surface, where ada-
toms are formed. Of course, rz is identical to Pb, as
displayed in Fig. 3(b). Small numerical deviations be-

tween these two quantities are due to the fact that when
monitoring b, particle displacement was only measured in
units of layer spacings, while we were more accurate in
monitoring the quantities of Fig. 3(c); thus, small devia-
tions may be due to the effect of thermal and defect-
induced disorder in the end positions of the relocated
atoms.

Sometimes an adjoint (or backwards) shift and
broadening distribution can be of interest. These are
defined as

s(z)= f /der(z —g-+z),

b(z)= f g do(z —g~z),
and give information on how far a particle traveled until
it reaches its final position in layer z. These quantities are
displayed Fig. 3(d). The broadening resembles the for-
ward broadening shown in Fig. 3(a). The shift is nega-
tive, i.e., directed towards the surface, at the near-surface
side of the cascade; beyond the core of the cascade at lay-
er 5, particles are displaced deeper into the target. When
compared with the form of the deposited energy distribu-
tion, Fig. 2, it is seen that particle motion is predom-
inantly away from the cascade core, i.e., into the target
inner at larger depths and towards the surface at small
depths. Its general form thus resembles the one found for
Monte Carlo simulations of keV-ion-induced mixing.
The adjoint shift at layer 0 denotes the motion of atoms,
which have come to rest at an adatom position. Note
also that the adjoint shift at the layer 1 is more than a
factor 2 larger than its forward quantity displayed in Fig.
3(a); this is due to the fact that atoms are more likely to
end their motion in layer 1 than to start their motion
there.

In Fig. 3(e), we show the net number of particles relo-
cated from or to layer z. It is defined as

N„&„(z)=g [bN(z —
g —+z) —bN(z~z+g)],

and is proportional to the relocation function of analyti-
cal theory. In the case that different species are present
in the target, it is connected with the concentration
change in layer z. We note that with the possible excep-
tion of large depths, all layers are depleted from particles.
The form of the depletion follows the deposited energy
function in that it shows a local maximum around layer
5. The surface, however, has a strong effect: The first
layer —and to a lesser degree also the second layer —is
strongly depleted due to the formation of surface vacan-
cies; on the other hand, adatoms are formed, which are
indicated on layer 0 in the figure.

B. EÃect of cohesive energy

We now examine the effect of an increased or de-
creased cohesive energy E„hon the mixing behavior. At
first we shall concentrate on the broadening in a mona-
tomic material [Fig. 4(a)]. The quantitative effect of E„h
is large; recoil displacements are greatly facilitated by a
decrease of the cohesive energy. Qualitatively, for large
values of the cohesive energy, the broadening shows con-
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siderable similarity with the deposited energy distribu-
tion. In this case, they both exhibit a maximum in the
erst few monolayers inside the target.

We also investigated the mixing in a bilayer system, in
which the first six monolayers are formed of ordinary Cu,
and the substrate below displays a modified cohesive en-
ergy [Fig. 4(b)]. The main effect appears to be that in a
region extending several monolayers at each side of the
interface, the mixing is determined by both materials.
This is particularly clearly seen in the case where ordi-

nary and weak Cu (i.e., Cu with a reduced cohesive ener-
gy) are mixed. There also on the Cu side considerably
more mixing occurs than in the case of a pure Cu speci-
men.

We display in Fig. 5 the dependence of the broadening.
in layers 6 and 7 on the cohesive energy, both for the
mixing in elemental metals and in bilayer systems. From
the double-logarithmic presentation, a dependence
b o-E,,h can be read ofF. %'e, furthermore, note that on
closer inspection the mixing of elemental metals appears
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pure samples with altered cohesive energy (a), and for bilayers

(b) in which the first six layers correspond to natural Cu, and

the substrate to Cu with altered cohesive energy.

In Figs. 5(b) and 5(c) the broadening in layers 6 and 7
in a bilayer material is displayed. While in Fig. 5(b) the
broadening in these two layers is plotted separately as a
function of the cohesive energy of this layer, in Fig. 5(c)
the mean value of the broadening in these two layers is
plotted as a function of the average cohesive energy of
the two materials. As we see in Fig. 5(b), the broadening
in the natural Cu layer strongly depends on the presence
of an adjacent layer with changed cohesive energy; corre-
spondingly, the mixing on the modified Cu side does not
depend as strongly on its cohesive energy as in a mona-
tomic material. As Fig. 5(c) shows, the average broaden-
ing depends even stronger than quadratically on the aver-
aged cohesive energy.

Figure 6 shows the net particle fIIuxes through the bi-
layer interface, defined as the total number of atoms orig-
inating from layers I through 6 (top) and being displaced
through the interface to layer 7 or below (below), or vice
versa. In the case of a bilayer material, these cruxes
directly give us the number of atoms displaced into a
foreign material. Apart from the obvious feature that
fIuxes become stronger in weaker materials, the main
trend appears to be that the weaker the material, the
more atoIns are displaced from deeper inside the material
towards the near-surface layers. This might be correlated
with the relaxational effect of the surface, which has been
discussed above; in the case of a bilayer, it corresponds to
the increased mobility of atoms in more weakly bonded
solids. Note again the effect of the adjacent material on
the particle fluxes [Figs. 6(b) and 6(c)], for which a repre-
sentation by average quantities [Fig. 6(c)] displays a par-
ticularly strong effect.

to show deviations from the E,,h behavior; in particular,
the system with the lowest cohesive energy shows a more
drastic broadening than that expected from the quadratic
dependence. We assume this behavior to result from the
establishment of a particularly pronounced spike in this
weakly bonded material.

In Fig. 5, we also compare the results of our simula-
tions with the quantitative predictions of a phenomeno-
logical model, in which broadening is assumed to be due
to the atom diffusion in a thermal spike. ' In our nota-
tion, the model predicts the broadening as

k ) F~ AH;„b=
5/3 1 —k 2 (8)

0
where the constants are given as k, =0.035 A, and
k2 =27.4 from comparison of the model to experimental
data. ' We set the deposited energy at the interface,
FD =ED (z =6.5), equal to our simulation result for Ed,
for E, = I eV; as Fig. 5(d) shows, this quantity is rather
independent of E„h.Note that the authors of this for-
mula usually give the left-hand side as d (4Dt)ld@; how-
ever, they identify 4Dt with the variance of an initially
sharp impurity profile. As the figure shows, Eq. (8) gives
a satisfactory quantitative description of our simulation
results. In particular, it also describes well the mixing of
the pure Cu specimen.

k) FD
5/3

2
AH

1 —h

where the linear term h (E)=k2e of Eq. (8) now reads

C. Dependence on heat of mixing

For a precipitating system, i.e., AH;, )0, only little
differences to the reference case of pure Cu can be ob-
served, cf. Fig. 7(a); yet the broadening is definitely small-
er than in the reference case of vanishing mixing enthal-
py, and the shift decreases pronouncedly between layers 6
and 7. However, for a system with negative heat of mix-
ing, AH;, (0, a considerable change of mixing at the in-
terface is observed, Fig. 7(b). Not only the broadening in-
creases there, but, in particular, the shift changes sign
such as to enhance the particle Auxes crossing the inter-
fare. The eff'ect of the heat of mixing on the broadening
is summarized in Fig. 8. Note the small effect for small
~bH;„~ and the drastic increase of broadening for large
negative AH;, . This is a definitely nonlinear behavior.
It is in agreement with the experiments, as has been not-
ed previously. ' The phenomenological model of Ref.
5, Eq. (8), approximates it by a linear law; this is bound to
fail for large negative heats of mixing, and does not give
justice to the nonlinear behavior seen here and in the ex-
periment. We note that the behavior shown in Fig. 8 can
be fitted by a law of the form
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/t (E)=0.24(1 —e ') . (10)

This is to be taken as a fit formula without theoretical
foundation. We do not understand the origin of the in-
creased mixing for strongly positive heat of mixing
(AH;„=0.5 eV); it may even be due to the fact that the
splining of the low-energy many-body potential to the
high-energy ZBL potential becomes increasingly difficult
with increasing AH;„.

D. Mass effects

We also investigated the inAuence of the atomic mass
on the mixing, leaving all potential parameters identical
to those of Cu. To this end we bombarded a bilayer sys-
tem, in which the first six layers consist of natural Cu,
and the substrate of heavy (or light) Cu with twice (or
half} the mass of natural Cu. The broadening in these
systems is shown in Fig. 9(a), and compared to the depos-
ited energy in these two systems. Obviously, the effect of
mass is small; however, some systematic trends can be ob-
served. In the light substrate, atom motion is definitely
enhanced as compared to the heavy substrate. This
correlates with a similar effect in the deposited energy

distribution, Fig. 9(b), which may be due to the fact that
heavy overlayer atoms have a higher chance of depositing
energy in a light substrate than vice versa. In the over-
layer, on the other hand, we observe that broadening-
and the deposited energy —is increased if the substrate is
heavy. This may stem from an increased backscattering
of light overlayer atoms from the heavy substrate, which
helps to confine the cascade in the overlayer. We con-
clude that the effect of mass on the broadening in bilayer
systems appears to be correlated with or even based on its
efFect on the deposited energy distribution.

E. E6'ect of deposited energy

While the deposited energy is not a material parame-
ter, we decided to include it into our study, since the vari-
ous phenomenological models available predict quite a
different dependence on this quantity. ' ' It varies
from linear for the mixing in so-called local spikes to
quadratic in the mixing of a cylindrical spike, cf. Eq. (8).

We varied the deposited energy by changing the bom-
barding energy of the Cu projectile between 0.5 and 2
keV. As Fig. 10 displays, the broadening depends qua-
dratically on the deposited energy. Deviations from this
rule are only observed at the lowest bombarding energy,
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where the e6ect of the cascade on the sixth and seventh
layer is small. Such a quadratic dependence is, in fact, in-
cluded in the phenomenological model given above, Eq.
(8). Again the quantitative agreement of the model with
our simulation is astonishingly good.

We note that in the energy regime studied by us the de-
posited energy increases linearly with the bombarding en-
ergy, cf. Fig. 10(b). Here, we defined the deposited ener-

gy as I'D, Eq. (3). Figure 11 shows the change of the de-
posited energy distribution with increasing bombarding
energy. It is clearly seen how the maximum of the depos-
ited energy shifts into the target inner with increasing
bombarding energy and how the entire distribution

10

200

-200

-400

400 - (b&

AH,„;,=+0.25 eV

I & c r~ I

5 10 15
z (mono)ayers)

1 I & &

I
& I

AH;„=-0.25 eV

— 1500

1000

500
o+

0

-500

s -1000
b

10

monatomic 0 top -) bottom
bottom -& top

200—

-200—

-400—
0

I & r i i I t & s ' I

10 15
z (monolayers)

1000

500
o+

0

-500

-1000

I I r s I I

0.5 1 2
E„„(X)/E„„(Cu)

FIG. 7. EfFect of the heat of mixing AH;„on the broadening
b and the shift s in a bilayer system in which the first six layers
consist of natural Cu and the substrate of a modified Cu, which
has a positive (a) or negative (b) heat of mixing towards Cu.

10
: (b) bilayer 0 Cu: top -& bottom

X: bottom -) top broadens out. We note that for bombarding energies
above about 2 keV, our simulation crystallite is too small
to hold the entire cascade.

+10
F. Random incidence

10

The simulations presented up to now were performed
under perpendicular incidence, where the ion impinges in
a normal (channeling) direction on a low indexed surface.
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It might be surmised that the results presented are atypi-
cal of the general situation of random incidence. In order
to investigate this issue, we performed a simulation where
elemental Cu with a (100) surface is bombarded in a non-
channeling direction. We chose an incidence angle of 10'
towards the surface normal with random azimuth. The
results are summarized in Fig. 12, where the shift, the
broadening, and the deposited energy distribution for 10'
incidence angle are presented and compared to the results
for perpendicular incidence (Figs. 2 and 3). We observe
only small differences. They stem mainly from the fact
that the cascade appears to be more compact for random
incidence: the tails of the deposited energy distribution
and correspondingly of the broadening and the shift de-
cay faster, and the corresponding values at smaller depths
are slightly increased. However, the quantitative effect of
nonrandom incidence is small. This is also evidenced by
the sputter yield, which only changes from 5.2 to 6.3
when the bombarding angle is changed from 0' to 10'. lt
is evident that at other bombarding energies, the
inAuence of the bombarding angle can be more impor-
tant.

G. Other quantities

In Fig. 13, we display the dependence of the sputter
yield on the cohesive energy for perpendicular incidence.
It is seen that the yield increases more strongly than
1/E«h, rather like E,,h . A roughly inverse dependence
is predicted from analytical theory, and has been shown
by computer simulations previously, where binary in-
teraction potentials were used. A stronger increase of the
yield with decreasing cohesive energy may be taken as a
sign of a relatively small bombarding energy, where the
asymptotic analytical theory does not yet hold; on the
other hand, it might be an effect of the crystalline target
structure. We also include in this figure the number of
adatoms formed. It obeys a similar dependence. The ra-
tio of the adatom to sputter yield is of the order of 3 to 4,
as has been observed previously. In Fig. 13(b), we show
the number of surface and bulk vacancies produced per
ion impact as a function of the cohesive energy of the ma-
terial. We define as surface vacancies those which exist
in the first monolayer. Obviously the number of vacan-
cies formed increases with decreasing cohesive energy;
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FIG. 10. (a) Effect of deposited energy FD (z =6.5) on the
broadening b (z =6.5) in layers 6 and 7 of a pure Cu metal. The
line is the phenomenological model of Ref. 5, Eq. (8). (b)
Dependence of the deposited energy FD (z =6.5) on the bom-
barding energy Eo. The line denotes proportionality of FD with
Eo.
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this is understandable, since we set the vacancy formation
energy proportional to the cohesive energy, cf. Sec. II.
The strong increase of the number of bulk vacancies for
the smallest cohesive energy may be taken as an indica-
tion of strong crater formation under ion impact, which
may occur under small cohesive energies; note that we do
not distinguish between empty atoms sites in the crater
and true bulk vacancies.
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FIG. 12. Dependence of the shift s and the broadening b (a)
and the energy deposited in recoil motion E'„,~ (z, E, =1 eV) (b)
on the bombarding angle 0. Results are shown for perpendicu-
lar incidence (8=0'), cf. Figs. 2 and 3, and for oblique incidence
at an angle of 8=10', with respect to the surface normal and
random azimuth.

We presented a molecular-dynamics study on the effect
of keV-ion bombardment on the mixing of metals. The
study attempted to be systematic in the sense that the
inhuence of two important materials parameters, viz. the
heat of mixing and the cohesive energy, on the mixing
was checked. Furthermore, we investigated the depen-
dence of mixing on the deposited energy.

Focusing on the broadening as the decisive mixing
characteristics, we found an inverse square dependence
on the cohesive energy, and a stronger than 1inear depen-
dence on the heat of mixing. Both features are in accor-
dance with experimental data; the first dependence is a
feature of many existing phenomenologicaI models of
mixing. Furthermore, we found a quadratic dependence
on the deposited energy. Our simulation results can be
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described astonishingly well by the phenomenological
model of thermal spike mixing by Cheng et al. ; ' the
agreement is quantitative with respect to the dependence
on cohesive energy and deposited energy. Only the
dependence on the heat of mixing as given by the phe-
nomenological model is too crude.

For a reference case, the mixing of a pure Cu system,
we also presented the spatial dependence of other quanti-
ties characteristic of mixing, such as the deposited energy
distribution, the net number of particles displaced, and

the mean displacement. Furthermore, a slightly stronger
than inverse dependence of the sputter and the adatom
yield on the cohesive energy was found, and the depen-
dence of the number of surface and bulk vacancies on this
quantity was investigated.
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