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Monte Carlo study of the statistics of electron capture by shallow donors in silicon
at low temperatures
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A statistical study of electron capture by shallow donors in silicon without an electric field as a func-
tion of temperature and impurity concentration is presented. The Monte Carlo calculations (based on
the cascade capture theory) of the times spent by carriers in the conduction band before falling into im-
purity centers (i.e., the capture times) show evidence of nonexponential capture kinetics behavior. This
work has allowed us to interpret the slow time decay of the distributions of capture times as the capture
time actually measured in experiments. We have achieved very good agreement between the capture
cross sections calculated by our Monte Carlo simulation with the experimental ones and with a previous
analytical model that provides asymptotic behaviors of the thermal capture cross section.

I. INTRODUCTION

Phonon-emission capture of carriers by shallow impur-
ities in semiconductors has been widely studied since the
1950s.' The cascade model originally introduced by Lax
and further elaborated on by the Leningrad group is
traditionally used to explain these phenomena. One of
the more important drawbacks of these analytical ap-
proximations, however, was the calculation of the so-
called sticking probability, defined as the probability of a
carrier reaching the ground state of the impurity levels
without going back to the conducting band.

A method for studying carrier capture by the cascade
process in a Monte Carlo simulation was proposed by
Reggiani et al. ' for p-type Si doping. They avoided the
problem of evaluating the sticking probability because
the reemission processes are consistently accounted for in
the simulation. In a previous work, we applied this
method for n-type Si. However, one fundamental ques-
tion is still unclear: the exact reproduction of the experi-
mental behavior of the capture cross section vs tempera-
ture. To clarify this point, we present the results of a sta-
tistical study of nonradiative carrier capture by shallow-
donor impurities in silicon at low temperatures, in the ab-
sence of an electric field. The study has been performed
using the Monte Carlo method in which, in addition to
the lattice-scattering processes, the capture process has
been included in semiconductor transport by the pertur-
bation induced by the Coulombic potential of the attrac-
tive center. The absence of external electric field and the
range of temperatures studied have allowed us to use a
semiclassical treatment; a complete quantum treatment is
necessary in samples under an electric field. Our study
has provided us with a unique and good agreement be-
tween the experimental capture cross sections and our
numerical results at temperatures from 1 to 80 K.

This paper is organized as follows. In Sec. II an ex-
planation of the Monte Carlo procedure is given. In Sec.
III, we have analyzed the distribution of electrons with a
given capture time interval, where the capture time is the
mean time that a carrier spends in the band before falling

down through the impurity states. In this section, we
have interpreted two decay times associated with the
statistics of the capture time. Finally, some conclusions
are provided in Sec. IV.

II. MONTE CARLO SIMULATION

Due to the possibility of combining the scattering
events in the semiconductor with the capture mechanism,
the Monte Carlo method has demonstrated itself to be an
ideal procedure for studing nonradiative capture mecha-
nisms at a microscopic level.

In the conventional Monte Carlo algorithm, we simu-
lated the motion of an electron in the space energy of the
silicon conduction band perturbed by the Coulombic po-
tential created by a random distribution of ionized im-
purities, XD, as shown schematically in Fig. 1. In accor-
dance with I.ax, we have considered that the high bound
states of the center are very close to each other and,
therefore, they can be introduced as a quasicontinuum of
states. We have taken the minimum of this quasicontinu-
um to be the first excited state, E', produced by the po-
tential. We have assumed that E' is 11.5 meV below
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FIG. 1. Schematic representation of total space energy of the
conduction band of silicon perturbed by the potential created by
a Coulombic center. The ground level F. and the first excited
state E' of the trap are plotted. The percolation energy Eo (cor-
responding to the limit of energy of the center influence in a
randomly distributed concentration ND ) is also plotted.
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the edge of the conduction band. Therefore, within the
temperature range Ks T (E' (IC& being the Boltzmann
constant and T the lattice temperature), the semiclassical
approach can be applied in the whole energy region cov-
ering the conduction band and the bound states. In any
event, as we will show, in our simulation the carrier does
not reach energies lower than 1 meV below the band, a
region where the continuum of energy is easily assum-
able.

With this scheme, the carrier kinetic energy Ek is equal
to the total energy (or simply the energy) Eo minus the
potential one, U(r):

mechanisms, the integral on the left-hand side of Eq. (4)
has no singularities. In the cases of phonon-scattering
mechanisms in silicon, the numerically calculated e
values were
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Therefore, from Eqs. (4) and (5), the scattering proba-
bilities were calculated as
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where if Eo —Eo, x = I, and i —E ' Eo Eo,= —EoI /Eo.
Handling the spatial variable x directly in the simula-

tion implies the nonphysical problem of tracking the elec-
tron to very large kinetic energies when x tends to 0. Our
procedure avoids this by elim. inating the explicit numeri-
cal use of this variable. Assuming that all the relative po-
sitions to the center have the same probability, we can
work solely with the perturbed carrier energy. The idea
is to find a value for an efFective energy, e, that plays
the same role as the carrier energy in an unperturbed lat-
tice but that takes into account the efFects of the Coulom-
bic potential. Equation (3) can in consequence be written
as follows:

X Ef
3 P Eo+

X

x dx =3P(e ) J x dx =P(e )x

(4)

where no spatial dependence is explicitly observed. In
any case, due to the energy dependence of the scattering

where e is the electron charge and r the position relative
to the impurity. Negative energy was assigned to the
bound states. To reduce the simulation to the one-
impurity range, both the energy-state density and the
scattering probabilities, P(Eo ), were spatially averaged:

j P(Ek )r dr
P(E, )=(P(E, )) = j 'r'dr

0

where rz =(X~ )
' is the average semidistance between

iInpurities in a sample with an impurity concentration of
XD (this r„ is four times greater than the estimated semi-
distance to account for the percolation level ), and r
is determined by the carrier energy: r = r& for
Eo & —Eo and r = rqE(~)/—Eo for E'(Eo (—E(), —
with Eo=e /4~sr~. Eo is the potential energy in r
=r„(Fig. I). Introducing the dimensionless distance
x =r/r„, Eq. (2) becomes:
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FIG. 2. Acoustic scattering rates as a function of the carrier
energy in n-type Si for a temperature T =5 K. Solid and dashed
lines refer to the processes of phonon emission and absorption,
respectively. The pairs of curves are calculated for an ionized
donor concentration of ND =10' and 10' cm

All phonon-scattering mechanisms were included in
the simulation of electron transport in the conduction
band: acoustic phonons and both intervalley and intraval-
ley nonpolar optical phonons. Elastic scattering was
omitted since we are only interested in scattering involv-
ing a change of energy. The nonparabolic effect was in-
cluded in Si, and the phonon energies and coupling con-
stants were taken from Ref. 8.

In Fig. 2 the scattering probabilities by acoustic pho-
nons, P„, for several donor concentrations at 5 K are
shown. The plot includes the negative-energy region cor-
responding to the quasicontinuum of bound states, where
the probabilities are not null. In this region, we can also
appreciate an increase of the probabilities with the im-
purity concentration; this dependence is included in ener-

gy Eo'.
The energies of the acoustic phonons are also per-

turbed by the presence of the Coulombic potential. In or-
der to prevent the electron from descending below —E'
and penetrating into the region of forbidden energies, we
used an average value e =(E'+Eo)/3 to calculate the
phonon energy in the range —E'&E, & —E,, and the
same value as in Eq. (5) when Eo & Eo. —
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In this context, initially, the thermal energy was as-
signed to the carrier before introducing the changes
caused by the centers, and it was allowed to move in an
unperturbed lattice, to avoid possible inhuence from the
initial state. Once the perturbation is introduced, the
electron can evolve through the bound and band states,
according to the probabilities and phonons defined above,
until it is captured. Thus, the physical magnitudes
recorded for the electron were its mean velocity ( U ) and
its capture time ~, which needs to be defined.

Until now, the capture time ~, was defined as the total
time the carrier spends in the band divided by the num-
ber of transitions to the excited-state region. ' In order
to stop the simulation of one electron, it is necessary to
define a cutoff energy E„z. We chose E„ff as a multiple
of —K~T. In accordance with this definition, two types
of transitions, and two capture times, can be analyzed:
transitions causing an electron to go below E„zand tran-
sitions making an electron go below zero energy and then
rise without reaching the level E„z. When the electron
reaches the level E„z, two capture times are recorded:
the total time spent in the band, ~,z, and the ratio be-
tween this time and the number of crossings by the zero
energy, n. This capture time ~, &

is defined as

c2
+cl

n

This procedure is repeated for N electrons, with N be-
ing a value large enough to obtain an acceptable distribu-
tion of capture time and mean velocities. The averages of
the capture times, v;& and ~,2, and the average of the
mean velocities, (u ), are obtained. Therefore the aver-
age capture cross section 0., is calculated as follows:

where ~, takes the values ~„or ~cz with two different
average cross sections o, &

and o.,2 being obtained, respec-
tively.

The behavior of the average cross sections for the cap-
ture of electrons by shallow-donor impurities in n-type Si
is shown in Fig. 3. The simulations were done with a
cutoff energy of E„z=—K~ T. The two curves shown in
the figure correspond to cr„(solid line) and cr,2 (dashed
line). Experimental data available in the literature refer-
ring to shallow donors P, As, and Sb in silicon' ' have
also been plotted for comparison. It is clear from this
figure that there is a certain imprecision in the definition
of the capture time, which we have attempted to remove
in this study.
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FICi. 3. Average capture cross section of donor impurities in
n-type Si at equilibrium as a function of temperature. Ionized
donor concentration was N& =10' cm . Dashed and solid
lines represent simulated curves o.&„and 0.&„. Symbols
represent experimental data: A from Ref. 10, + from Ref. 11,
and 0 from Ref. 12 for Si:P; + from Ref. 10 for Si:As; and X
from Ref. 10 for Si:Sb.
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extracted: ~, for the short-time decay and ~, for the
long-time decay. The histograms of N, for different
shallow-donor concentrations at 30 K are plotted in this
figure. This result is similar to that reported in Ref. 13,
but our Monte Carlo calculations have allowed us to give
a definition of the capture time, which has allowed us to
reproduce the thermal dependence of the experimental
data of the electron capture cross sections for shallow-
donor centers very accurately, as shown below.

Most of the recombinations occur in short intervals
due to the strong coupling between generation-
recombination processes and scattering mechanisms,
which takes place in the lowest-energy region of the car-
rier energy-distribution function. ' In Fig. 5, the acoustic
scattering probability near the edge of the band is shown.
Just below zero energy, the probability of absorption of
an acoustic phonon dominates the emission, whereas

III. RESULTS

Once the capture time has been evaluated with the
simulation of N identical electron-impurity systems, the
statistical distribution of the capture times, ~,&, can be
analyzed. We calculated the histograms of the number of
electrons, N„with a given capture-time interval.

The distribution of N, displays a double exponential
decay, as shown in Fig. 4. The two time constants can be
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FIG. 4. Histogram of number of electrons, N„as a function
of capture time simulated at T =30 K. Symbols refer to results
evaluated with the Monte Carlo simulation of n-Si at equilibri-
um. Asterisks show case with an ionized donor concentration
of 10' crn and squares correspond to ND = 10' crn
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FIG. 5. Detail of Fig. 2 for the scattering rates in the region
near zero energy. Solid and dashed lines are also the phonon
emission and absorption rates. Here, only the X& =10' cm
case is shown. These behaviors are also observed for other usu-
al concentrations of donors. The arrow indicates the region of
repetitive capture and reemission.

above this energy the opposite occurs. Therefore, as
shown by the arrow in the figure, a carrier with energy
near the edge of the conduction band undergoes a large
number of crossings through zero energy before returning
to the band or going to deeper-bound states.

We have found that the time constant associated with
the short-time decay is almost independent of the donor
concentration in the 10' to 10' cm concentration
range, in accordance with results in the literature for p-Si
doping. ' Thermal dependence has also been observed, as
shown in Fig. 6. In n-Si doping, the thermal behavior of
this time is also in good agreement with the energy relax-
ation time ~„given by'

(E) 3E~T-—
,= 11 (9)

E~O e(Ud )E
where (e) is the average electron energy, (Ud ) is the
drift velocity, and E the electric field. This agreement
may suggest a certain similarity between an electron

1

r, (U)N,+
(10)

The temperature dependence of the average capture
cross section defined by Eq. (10) is shown in Fig. 9 (solid
line) and compared with available results in the literature
referring to the shallow donors (P+, As+, and Sb ) in sil-
icon. To evaluate the proposed capture time, ~„and the
mean thermal velocity, Monte Carlo simulations were
performed for an ionized donor concentration, XD =10'

heated by an electric field, and an electron perturbed by
the quasicontinuum of states produced by the Coulombic
center. In both cases, the energy loss or gain for the elec-
tron is exchanged in the same way with the lattice, there-
fore, it is reasonable for both rates to be similar.

However, we are more interested in the time constant
~, associated with the long-time decay of the distribution
of %,. In our Monte Carlo simulations, the mentioned
time is dependence on both shallow-donor concentration
and temperature. This time, ~„ is plotted as a function of
donor concentration at several temperatures in Fig. 7. In
this figure we can see that the dependence of ~, is inverse-
ly proportional to ND . Therefore, I/r, ND provides a
capture rate that is independent of the impurity concen-
tration, like the behavior of experimental results. The
thermal dependence of the inverse of the time associated
with the long-time decay, ~I is shown in Fig. 8. We can
also deduce that this thermal behavior is very similar to
the experimental capture rate for shallow donors with a
more pronounced decay with increasing temperatures.

Given the low value for the short-time decay, it is
dificult to determine with traditional measurement tech-
niques of capture cross sections. The experimental pro-
cedure carried out in Ref. 15 makes it impossible to
detect the fast part of the distribution of capture times.
The only possibility for observing it is with picosecond
experiments. Therefore, we have admitted the capture
time measured to obtain the thermal capture cross sec-
tions to be the long-time decay of the distribution of cap-
ture times. In Eq. (8) the capture time actually measured
is, therefore, ~, =~,. Consequently,
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FICx. 6. Period associated with short-time decay of electron
distribution as a function of temperature (symbols) calculated
with Monte Carlo simulation of n-type Si at equilibrium. The
line shows the thermal dependence of energy relaxation time,
w„also at equilibrium.
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FICx. 7. Long-time decay of electron distribution as a func-
tion of ionized donor concentration obtained from Monte Carlo
simulation at T=3 K (asterisks), T=30 K (triangles), and
T =80 K (squares). Lines are guides for the eye.
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FICx. 8. Inverse of long-time decay of electron distribution as

a function of temperature obtained from Monte Carlo simula-

tion. Ionized donor concentration was 10' cm

cm, and showed very good agreement with experimen-
tal results. The thermal dependence obtained by
Abakumov et aI. in an analytical study of the cascade
capture is aho shown in Fig. 9 (dashed lines): T
behavior for very low temperatures and T for higher
temperatures. Our numerical results also reproduce
these asymptotic behaviors.

As mentioned above, the cutoff energy E,off was not a
fixed parameter. To check the possible inhuence of this
parameter, we did several simulations, varying it between
—0.5E&T and —3K&T. Similar results were obtained
for the decay times of the electron distribution.

IV. CONCLUSIONS

Due to the nature of the Monte Carlo method, we have
done a statistical study of the capture time of electrons by
shallow-donor impurities. This treatment has allowed us
to study the double exponential decay of the distribution
of carriers as a function of their capture time and relate
these decays with experimental measurements of capture
cr~ ss sections.

The time constant associated with the short-time decay
was in good agreement with the energy relaxation time at
temperatures between 1 and 80 K. The main result was
taken from the period associated with the long-time de-

FIG. 9. Average capture cross section of donor impurities in
n-type Si at equilibrium as a function of temperature. Ionized
donor concentration was XD =10' cm . The line represents
the simulated curve obtained by long-time decay of electron dis-
tribution calculated in Monte Carlo simulation. Symbols
represent experimental data: A from Ref. 10, + from Ref. 11,
and Cl from Ref. 12 for Si:P; ~ from Ref. 10 for Si:As; and X
from Ref. 10 for Si:Sb. The asymptotic behavior analytically
obtained by Ref. 3 is also shown with dashed lines.

cay, ~&. Both thermal and impurity concentration depen-
dencies were studied for this time, ~~ ~ Due to the magni-
tude of both decay times, we have associated the long-
time decay to the available capture-time measurements.
To verify our consideration about the capture time, a cal-
culation of the average capture cross section was made,
extracting ~, from the statistical study and using it as the
real capture time. We compared our numerical results
with experimental data available in the literature and
with a previous analytical model and found good agree-
ment. This supports the theory that the time constant as-

sociated with the long-time decay of the histograms is a
good candidate to define the measured capture time and
the main importance of impurity states closest to the
edge of the band in capture by cascade process.
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