
PHYSICAL REVIEW B VOLUME 51, NUMBER 19 15 MAY 1995-I

Ab initio calculations of SiC(110) and GaAs(110) surfaces:
A comparative study and the role of ionicity
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We report ab initio calculations of structural and electronic properties of P-SiC and of the nonpolar
SiC(110) surface. The calculations are carried out self-consistently in the local-density approximation
employing smooth norm-conserving pseudopotentials in separable form. Gaussian orbital basis sets are
used for an efficient description of the wave functions. These are strongly localized at the carbon atoms,
in particular. For the bulk crystal 40 Gaussians per unit cell with s, p, d, and s symmetry are found to
be sufficient for good convergence. Our results for the SiC ground-state structural parameters and the
bulk band structure are in excellent agreement with the results of previous plane-wave calculations and

with experimental data. We scrutinize the character of the chemical bond in SiC by comparisons with

diamond, Si, GaAs, and ZnS, which have been investigated on equal footing. The SiC(110) surface is de-

scribed in a supercell geometry. The optimal surface relaxation is determined by eliminating the forces
iteratively. We And a top-layer bond-length-contracting rotation relaxation in which the Si surface layer
atoms move closer towards the substrate while the C surface-layer atoms relax only parallel to the ideal
surface plane. SiC(110) exhibits an occupied and an empty dangling-bond band within the fundamental

gap. The occupied band predominantly originates from the dangling bonds at the surface carbon atoms
which behave like anions. The empty band mainly originates from the dangling bonds at the surface Si
atoms which act as cations. We present and discuss our results for the SiC(110) surface in direct com-

parison with the GaAs(110) surface. Further comparisons with literature data on surfaces of more ionic
II-VI compounds like ZnS or ZnO are given, as well. This allows us to address the physical origins of
the surface relaxation behavior of these compound semiconductors and to identify characteristic
di6'erences and similarities in the relaxation which are related to the specific types of heteropolarity or
ionicity of these systems.

I. INTRODUCTION

In recent years structural and electronic properties of
cubic and hexagonal polytypes of bulk SiC have been
studied by first-principles investigations. ' Conversely,
the surface properties of various SiC polytypes so far
have been studied mostly by semiempirical methods, [for
SiC(110) see, e.g. , Refs. 6—gj. Only very recently has the
geometric structure of SiC(110) been calculated self-
consistently by Wenzien, Kackell, and Bechstedt, and
preliminary results on its surface electronic structure
were reported by these authors. ' The main driving force
for the renaissance in interest in SiC polytypes and their
surfaces is their paramount potential for microelectronic
devices, " ' in particular for high-temperature, high-
power and high-frequency applications. " The strong
bonding between Si and C atoms in SiC makes this ma-
terial very resistant to high-temperature and radiation
damage. In view of this extraordinary application poten-
tial a thorough knowledge of the structural and electron-
ic properties of SiC and its surfaces is a matter of both
basic interest and technological importance.

First-principles calculations of the electronic and
structural properties of SiC using modern ab initio pseu-
dopotentials require an enormous number of plane-wave
basis states for a convergent description because of the
strong C 2p potential which gives rise to strongly local-
ized 2p orbitals at the C atoms. A proper description of

the C 2p electrons therefore enforces a very extensive nu-
merical eft'ort when a plane-wave basis is employed. For
cubic bulk SiC, Chang and Cohen' observed that a basis
of 1200 plane waves is needed for good convergence, and
Wenzien, Kackell, and Bechstedt ' used an energy
cutofF of 30 Ry, corresponding to 8200 plane waves, for
the SiC(110)-(1X1)surface. We have studied cubic SiC
and the SiC(110) surface using smooth pseudopotentials
and localized Gaussian basis sets. For the bulk calcula-
tions 40 Gaussian orbitals per unit cell turn out to be
sufFicient for good convergence, ' and an extension of our
RpproRch to super cell cRlculations for surfaces is then
straightforward. We have to employ 400X400 matrices
only to describe convergently the structural and electron-
ic properties of the SiC(110) surface. The nonpolar
SiC(110) surface is an ideal prototype system for an ab in
itio study of the relaxation behavior and electronic prop-
erties of a SiC surface. Surface charging CA'ects, as en-
countered, e.g. , for polar SiC(100) surfaces, are avoided
this way.

SiC shows a number of similarities with heteropolar
covalent compound semiconductors like GaAs. But it
shows distinct differences from heteropolar covalent
semiconductors, as well. We have studied bulk GRAs
and the GaAs(110) surface for comparison. In addition,
it is very revealing to compare SiC and its (110) surface
with some heteropolar ionic materials like ZnS or ZnO.
We have reported self-consistent studies of heteropolar
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ionic II-VI compounds' and their nonpolar surfaces'
previously. A direct comparison of all of these results al-
lows us to scrutinize the influence of the specific type and
origin of ionicity in SiC on its bulk and surface proper-
ties. On the Phillips scale, ' SiC has a much lower ionici-
ty (f, =0.177) than, e.g. , GaAs (f; =0.310) or ZnS

(f; =0.623). However, the appropriateness of this scale
for compound semiconductors containing second-row
elements has been discussed critically recently by Garcia
and Cohen. ' These authors suggested using the asym-
metry of the charge density along the bonds of binary
compounds as a measure of ionicity. Their ionicity is
consequently based on the first-principles charge density
along the anion-cation bond. The respective g values, as
defined in Ref. 18 for GaAs (g =0.316), SiC (g =0.475),
and ZnS (g =0.673) are close to the Phillips ionicity for
GaAs and ZnS but indicate a considerably larger ionicity
of SiC as compared to the Phillips scale. The ionicity of
bulk SiC has also been addressed by Chang and Cohen, '

by Karch et al. , and by Lambrecht and Segall. ' On the
basis of our first-principles results we complement that
discussion for bulk SiC and extend it in considerable
depth to the structural and electronic properties of a pro-
totypical SiC surface.

In this paper we present results of our ab initio pseudo-
potential calculations of ground-state properties of bulk
cubic SiC and its nonpolar (110) surface. These include
the bulk lattice constant, the bulk modulus, the bulk elec-
tronic structure, the optimal surface relaxation, the sur-
face electronic structure, and the electron affinity. To in-
vestigate the ionicity of SiC, we discuss the total bulk
valence-charge distribution of C, Si, GaAs, SiC, and ZnS
and representative charge distributions of salient surface
states for the SiC(110) and GaAs(110) surfaces in compar-
ison.

The paper is organized as follows: In Sec. II we briefly
summarize the framework of our calculations, and
present the smooth pseudopotentials employed in our
studies. In Sec. III we apply these pseudopotentials and
Gaussian basis sets to a convergent description of bulk
cubic SiC. We find that a basis set as small as 40 Gauss-
ian orbitals per unit cell yields results that are virtually
identical with available state-of-the-art plane-wave re-
sults. In this section we address, in addition, similarities
and difFerences in the total valence-charge density of SiC
as compared to C, Si, GaAs, and ZnS. Section IV is de-
voted to the presentation and a detailed discussion of the
surface structural and electronic properties of SiC(110) in
comparison with our respective results for GaAs(110),
and for nonpolar surfaces of II-VI semiconductors. The
physical origin of the relaxation behavior of the di6'erent
surfaces is addressed. A short summary concludes the
paper in Sec. V.

A. Calculational framework

B. Pseudoyotentials

Our calculations for GaAs have been carried out using
the Ga + and As + ionic pseudopotentials of Stumpf,
Gonze, and Schemer, in the separable Kleinman-
Bylander form. These pseudopotentials are very smooth,
and the respective bulk pseudo-wave-functions can be
represented by 20 Gaussian orbitals per atom of s, p, d
and s * symmetries with decay constants as given in Table
I. Our ground-state structural parameters of GaAs as re-
sulting with 40 Gaussian orbitals per unit cell are in ex-
cellent agreement with the plane-wave results of Alves,
Hebenstreit, and Schemer and with experimental data.
The theoretical (experimental) lattice constant and bulk
modulus are 5.54 A (5.65 A) and 0.869 Mbar (0.769
Mbar), respectively.

For SiC we employ norm-conserving pseudopotentials
which we have constructed in a separate study' accord-

TABLE I. Decay constants of the Gaussian orbitals for C, Si,
Ga, and As as used in the present calculations.

Decay constants for
surface-layer atoms

{1/a.u. )

Decay constants for
bulk and substrate

layer atoms
(1/a. u. )

Our calculations are carried out in the framework of
density-functional theory within the local-density approx-
imation (LDA). We have employed the Ceperley-
Alder ' form of the exchange and correlation potential
(XC potential) as parametrized by Perdew and Zunger.
Nonlocal, norm-conserving pseudopotentials in separable
form, as suggested by Kleinman and Bylander, are used.
They will be addressed in more detail in Sec. II B. The
wave functions are expanded in terms of linear combina-
tions of Gaussian orbitals of s, p, d and s* symmetry
types. In the calculations of the bulk charge density we
use ten special k points in the irreducible part of the bulk
Brillouin zone (BBZ) according to the special-point
scheme of Chadi and Cohen. For the (110) surface we
employ four special k~~ points in the irreducible part of
the surface Brillouin zone (SBZ). The total energy is cal-
culated self-consistently using the momentum-space for-
malism of Ihm, Zunger, and Cohen. The optimal sur-
face relaxation is determined within the supercell ap-
proach. For both GaAs(110) and P-SiC(110) we employ
nine atomic layers and five vacuum layers in the super-
cell. We optimize the structure by calculating the forces.
When a Gaussian basis is employed, Pulay forces have to
be taken into account in addition to the Hellmann-
Feynman forces. Eliminating the forces iteratively is
achieved by employing the Broyden scheme. We move
all atoms in the unit cell until all forces vanish within
10 Ry/a. u.

II. METHOD OF CALCULATION

In this section, we briefly summarize the calculation
scheme of our studies and we address, in particular, the
pseudopotentials which we employ.

C
Si
Ga
As

0.25,
0.18,
0.16,
0.16,

1.0, 2.86
0.5, 1.0
0.5, 1.0
0.5, 1.0

0.35, 1.7
0.20, 0.6
0.19, 0.5
0.19, 0.5
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ing to the nonrelativistic prescription as given by
Hamann, Schliiter, and Chiang. ' Since there are no p
electrons in the carbon core, the p part of the nonlocal
C pseudopotential usually comes out to be very strong.
This is, e.g. , the case for the C"+ potential of Stumpf,
Gonze, and Schelller (SGS potential) which is shown in
Fig. 1(a). Obviously such a p potential calls for a large
basis set to represent the respective wave functions con-
vergently. Our much smoother (in particular, the p com-
ponent) C + pseudopotential is shown in Fig. 1(b). It
was constructed by using three different core radii. The
nonlocal s and p parts of our potential have been deter-
mined from the ground-state configuration 1s 2s 2p of
carbon with core radii r„=0.75 a.u. and r, =0.74 a.u.
For the d part, we have used the ion configuration
1s 2s 2p'3d with core radius r,d=0. 82 a.u. , since
the d states are not bound in the ground state. After con-
structing the potential this way it was transformed into a
separable form according to Kleinman and Bylander.
The resulting relatively smooth pseudopotential yields
very accurate ground-state structural parameters and
band-structure energies for bulk diamond. Using a 40
Gaussian orbital basis set (for the decay constants, see
Table I) we obtain 3.52 A (3.57 A) for the lattice constant
and 4.33 Mbar (4.42 Mbar) for the bulk modulus, in very
good agreement with the experimental data given in
parentheses. The band structures of bulk diamond calcu-
lated with 40 or 80 Gaussian orbitals per unit cell in the
basis are virtually identical, and are in very close agree-
ment with the results of a 749 plane-wave calculation.

The pseudopotential of Si, a third-row element, is less
critical. The SGS potential is already very smooth.
Our potential, constructed according to Hamann,
Schluter, and Chiang, ' turns out to be very similar. '

Both the SGS pseudopotential and our pseudopotential
consequently yield very similar results for the structural
and electronic properties of bulk Si. In our calculations a
basis set of 40 Gaussian orbitals per unit cell with decay
constants as given in Table I turns out to be sufficient for
good convergence. We obtain 5.38 A (5.43 A) for the lat-
tice constant and 1.183 Mbar (0.988 Mbar) for the bulk
modulus. The experimental data are given in
parentheses for comparison. Our calculated band-
structure energies agree very closely with the results of a
400-plane-wave calculation by Fiorentini.

Having checked the appropriateness of our 40 Gauss-
ian orbital basis sets and of our C pseudopotential for
bulk diamond and our Si + pseudopotential for bulk Si,
we can now combine the two to study SiC.

III. BULK CUBIC SiC

In this section we present our results for cubic SiC in
comparison with the results of previous self-consistent
calculations and experimental data. Furthermore we
contrast the properties of P-SiC with those of GaAs and
other elemental and compound semiconductors in order
to highlight similarities and differences of these semicon-
ductors. This will define the starting point for our ab ini-
tio calculations of the nonpolar (110) surfaces of GaAs
and SiC to be reported in Sec. IV.

TABLE II. Lattice constants and bulk moduli for cubic SiC
resulting from our calculations with 40 and 70 GO basis sets.
For comparison the results of plane wave (PW) calculations and
full potential-linear combination of muon-tin orbitals (FP-
LMTO) calculations, as well as experimental data, are given.
The calculations have been carried out for the Wigner,
Ceperley-Alder or von Barth —Hedin XC potentials.

SiC
Lattice constant

(A)
Bulk modulus

(Mbar)

Wigner
40 GO
70 GO
PW'
PWb

4.38
4.37
4.36
4.36

2.16
2.10
2.12
2.19

A. Structural properties

Using our C + and Si + pseudopotentials for bulk SiC
we obtain convergent results with 40 Gaussian orbitals
per unit cell. The calculated lattice constants and bulk
moduli for SiC as resulting from our calculations for
different sizes of the Gaussian basis sets and different
exchange-correlation potentials are compared in Table II
with respective theoretical and experimental literature
data. To allow for a more complete comparison, we have
carried out bulk SiC calculations as well, using the
Wigner XC potential. The table convincingly reveals

QJ p

m 5

1P

~ —15
O~ -2P

c'+

SGS

I
I

I
I
I
I
I
I

I

this
work

Ceperley-Alder
40 GO
70 GO
PW'
PW

von Barth-Hedin
FP-LMTOd

experiment

4.34
4.33
4.34
4.35

4.32

4.36'

2.26
2.22
2.22
2.20

2.23

2.24'

20
r (a. u. )

FIG. 1. Nonlocal ionic pseudopotential for C + from
Stumpf, Gonze, and Schemer (SGS, Ref. 28) in comparison with
our smooth ionic pseudopotential. The dashed line shows the
potential —4/r (in atomic units) in each case.

'Reference 1.
Reference 4.

'Reference 5.
Reference 3.

'References 30 and 36.
'References 35 and 36.
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B. Band structure

In Table III we compare our band-structure energies at
high-symmetry points, as obtained with 40 Gaussian or-
bitals per unit cell, with other theoretical results from the
literature. Experimental data are given for further pefer-
ence. The comparison clearly shows that the 40 Gauss-
ian basis set used together with our smooth pseudopoten-
tials yields results which agree excellently with plane-
wave and linear-mu5n-tin-orbital atomic-sphere-
approximation (LMTO-ASA) results from the literature.
They agree with experimental data as accurately as one
can expect for LDA results. Conduction-band states are

TABLE III. Band-structure energies (in eV) of cubic SiC, cal-
culated for the theoretical lattice constant, using our smooth
pseudopotentials together with a 40 GO basis set. Plane-wave
and LMTO-ASA results from the literature are given for com-
parison. The last column shows experimental data for further
reference. An energy separation of 7.5 eV between L3, and L &,

has been determined in Ref. 38. We have included the
difference between this value and the measured L3, value as the
experimental L &, energy of 6.34 eV in the table.

SiC

r, .
15Ur„

~15c

This work

—15.51
0.00
6.38
7.13

PW'

—15.36
0.00
6.27
7.07

LMTO-ASAb

—15.45
0.00
6.31
7.76

Expt.

0.00
74'

that our results obtained with only 40 Gaussian orbitals
per unit cell are in excellent agreement with converged
plane-wave results both for the Wigner and Ceperley-
Alder forms of the XC potential, respectively. The
differences between our results for 70 and 40 Gaussians
per unit cell are so small that the smaller basis set can be
used for the SiC surface calculations without significant
loss of accuracy. We note in passing that Table II
highlights the type of agreement that is reached nowa-
days in fully converged self-consistent calculations of
ground-state structural properties of SiC.

much better described by GS' quasiparticle calculations,
as is well known from the work of Hybertsen and
Louie. Our recent GR' calculations have yielded quasi-
particle energies for SiC which are in excellent agreement
with experimental data (see Ref. 40 for that matter).

The band structures of SiC and GaAs resulting from
our calculations are shown in direct comparison in Fig. 2.
We observe three salient differences. First, the width of
the SiC valence bands amounts to 15.2 eV, while it is only
12.9 eV for GaAs. This is due to the extraordinary
strength of the C 2p potential. Second, the heteropolar
gap in GaAs is direct and its width is 3.4 eV, while it is
indirect in SiC with a width of 1.5 eV only. Third, and
most importantly, GaAs is a direct-gap semiconductor
while SiC is indirect with a gap between the I,5, valence
band and the X„conduc;tion band. Comparing the two
band structures in the energy region of the conduction
bands, it becomes immediately obvious that the conduc-
tion bands are also largely similar in nature and disper-
sion except for the lowest conduction band, in particular
along the 6-symmetry line from I to X. Here the rela-
tively larger strength of the carbon potential with respect
to Si, as compared to the As potential with respect to Ga,
draws the cationic s-like conduction band to lower ener-
gies between I and X. It should be noted at this point
that both band structures in Fig. 2 have been calculated
for the theoretical lattice constant. The gap in GaAs is
known to be extremely sensitive with respect to the lat-
tice constant used in the calculations. ' This is not the
case for SiC. It is thus merely fortuitous that our calcu-
lated gap for GaAs almost agrees with the measured gap.
In SiC the deviation between E'"= 1.29 eV and
E" '=2.417 eV shows the usual LDA underestimation
of the gap energy. All above-mentioned properties, of
course, have a direct inhuence on the respective surface
structural and electronic properties of GaAs(110) and
SiC(110), as will be discussed in Sec. III C.

From Secs. III A and III B we conclude that our pseu-
dopotentials for Si and C together with a basis set as
small as 40 Gaussians per unit cell yield structural and

X),
X3,
Xq,
Xl,
X3c
Xs,

—10.39
—7.86
—3.24

1.29
4.30

13.85

1.21

—10.33
—7.88
—3.24

1.39
4.66

—3.4'
2.417'

4.7', 5.5'

10

0-

LI„
L
L3,
Ll,
L3,
L„

—11.86
—8.64
—1.09

5.44
7.17

10.19

5.32

—11.81
—8.71
—1.01

5.58
8.09

42 634
8.5

CF)

(U
C:

LLI

GaAs

Eg, l 1.29 1.21 1.39 2.417' —15-

'Reference 1 ~

Reference 37.
'Reference 38.
Reference 36.

I t X NK T'L t X NK

FIG. 2. Electronic bulk band structure of cubic SiC and
GaAs, calculated at the theoretical lattice constants, in direct
comparison.
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electronic properties of bulk SiC which are as good as
state-of-the-art results from the literature.

C. Ionicity

We now digress for a brief discussion of the heteropo-
larity or ionicity of SiC. In particular, we want to identi-
fy similarities and differences with respect to these quan-
tities between SiC and usual heteropolar semiconductors
like GaAs or ZnS. We have already mentioned that the
ionicities of SiC, GaAs, and ZnS on the Phillips scale are
0.177, 0.310, and 0.623, respectively. We will present
more detailed evidence in this subsection for placing SiC
between GaAs and ZnS with respect to ionicity, further
supporting the meaningfulness of using the asymmetry of
the charge density of binary compounds and the respec-
tive g values as a complementary measure of ionicity as
suggested by Garcia and Cohen. ' SiC, GaAs, and ZnS
are all ionic to a certain extent, but the origin of the
respective ionicities is largely different in SiC from that of
GaAs and ZnS. The latter compounds are heterovalent
with three (two) valence electrons per cation and five (six)
valence electrons per anion, respectively, while SiC is
homovalent with four valence electrons per cation and
anion. In contrast to GaAs or ZnS, the ionicity of SiC is
believed to originate from the difference in core size (or
covalent radius) of C and Si. This core-size difference re-
sults in an asymmetric electronic charge distribution
about the midpoint of the Si—C bond. In Fig. 3 we com-
pare charge density contours of SiC with those of the two
homopolar covalent semiconductors diamond and Si,
which are the constituents of SiC, as well as with those of
GaAs and ZnS. These charge densities have all been cal-
culated on equal footing within our approach and can,
therefore, be directly compared quantitatively. For ZnS
the Zn + and S + pseudopotentials given in Ref. 15 have
been employed. The contours in Fig. 3 are shown in in-
crements of 2.5 electrons per unit cell volume and the
lowest density contour corresponds to the same value.
To ease the quantitative comparison, we show in Fig. 4
the respective charge densities along the [111]direction
containing the anion-cation bond. The figures show how
the charge density is distributed between the two atoms
forming the chemical bond for each semiconductor. Dia-
mond and Si show symmetric distributions, as is typical
for homopolar covalent semiconductors. Si exhibits a
pronounced bond charge about the midpoint of the bond,
awhile the bond charge of diamond is characterized by a
double peak (see top panel of Fig. 4 for that matter), as
was discussed, e.g. , by van Camp, Van Doren, and De-
vreese already. Considering Figs. 3 and 4, we clearly
see that the charge density increases around the anion
site at the expense of the charge density around the cat-
ion site when we move from GaAs to ZnS. The charge-
density maximum or bond charge is shifted concomitant-
ly away from the midpoint of the bond toward the anion.
Figure 3 clearly reveals that SiC lies between GaAs and
ZnS with respect to its charge-density asymmetry. This
notion is further confirmed by Fig. 4, which shows that
the charge-density maximum in the respective bonds in-
creases from GaAs over SiC to ZnS. There is, however,

one salient quantitative difference to be noted in Fig. 4
between SiC and the other two compound semiconduc-
tars which is of considerable importance for the relaxa-
tion behavior of the respective (110) surfaces to be dis-
cussed below. The bond-charge maximum between anion
and cation in CxaAs and ZnS is at 32% and 27% of the
respective bond lengths away from the anion. In SiC, on
the contrary, it is only 20%%uo of the bond length away from
the anion, showing that the charge density of SiC
stronger resembles that of a more ionic crystal (see, e.g. ,
the respective result' for ZnO, where the bond-charge
maximum is only 13% of the bond length away from the
anion). This similarity is related to the fact that both SiC
and ZnO contain anions from the second row of the
Periodic Table whose core radii or covalent radii are
much smaller than those of the respective cations. This is

~:C

si

: Ga

~: As

: si
~:c

: ln
~ :s

FICx. 3. Total valence-charge-density contours in a [001]-
[110] plane for C, Si, CJaAs, SiC, and ZnS. The increments of
the contours are 2. 5e per unit cell. The lowest contour has this
value in each ease. The respective bond lengths are used as
length units in each panel.
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not the case for GaAs or ZnS, for which the anions and
cations have similar covalent radii. The stronger shift of
the bond charge toward the anion in SiC as compared to
GaAs or ZnS becomes even more transparent when we
decompose the charge densities of the compound semi-
conductors in Fig. 4 along the anion-cation bonds into
their symmetric and antisymmetric components accord-
ing to Garcia and Cohen. ' The result is shown in Fig. 5.

10

10

—10

40—
—&0 -ZnS: —————-

C,As, S Si,Ga, Zn

20

FIG. 5. Symmetric and antisymmetric components of the to-
tal valence charge densities of GaAs, SiC, and ZnS along the
anion-cation bonds (in e per unit cell). The bond lengths are
used as length units in each case.

Q i

40—

0—

40—
GaAs

20—

Si

As

Si

Ga

Si

First we observe that all three compounds have a strong
antisymmetric component in their charge density.
Second we see that the maximums position in the an-
tisymmetric components of GaAs and ZnS occur at simi-
lar relative distances from the anion. Third, the absolute
value of the maximum of the antisymmetric component
for ZnS is almost three times as large as that of GaAs, ex-
plaining the much larger ionicity of the former semicon-
ductor. Finally, the absolute value of the maximum of
the antisymmetric component of SiC is more than twice
as large as that of GaAs but smaller than that of ZnS,
placing SiC between these two compounds with respect
to ionicity. Most importantly the maximum position is
shifted closer to the anion in SiC than in GaAs or ZnS,
explaining why SiC behaves more like a heteropolar ionic
than a heteropolar covalent semiconductor. All these ob-
servations are of direct relevance for the quantitative
differences in the relaxation behavior of the nonpolar sur-
faces of these compound semiconductors to be discussed
below.

In conclusion of this subsection, our results corro-
borate in detail the placement of SiC between GaAs and
ZnS with respect to their ionicities, as was suggested by
the respective g values of Garcia and Cohen. ' The ex-
perimental gap energies of GaAs (E =1.52 eV), cubic
SiC (Eg =2.417 eV), and cubic ZnS (E =3.8 eV) further
confirm this notion. Our calculations yield g values of
0.302, 0.475, and 0.676 for GaAs, SiC, and ZnS, respec-
tively, which are very close to those given in Ref. 18. An
alternative ionicity scale based on LMTO calculations by
Lambrecht and Segall' also finds SiC to be more ionic
than GaAs and less ionic than typical II-IV semiconduc-
tors such as ZnSe.

Zn

FIG. 4. Total valence-charge densities along the [111]direc-
tion of C, Si, GaAs, SiC, and ZnS in e per unit cell. The posi-
tions of anions and cations along this direction are indicated,
and the respective bond lengths are used as length units in each
case.

IV. THE SiC(110) SURFACE IN
COMPARISON WITH GaAs(110)

In this section we present our first-principles results for
the nonpolar P-SiC(110) surface, and discuss its structural
and electronic properties in comparison with those of
GaAs(110) and of other II-VI compound semiconductors.
First we brieAy summarize our results for GaAs(110).
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FIG. 6. Top and side views of an ideal and a
relaxed (110) surface of a zinc-blende semicon-
ductor (schematic). The structure parameters
shown in (b) are used to characterize the relax-
ation (see text). Anions and cations are shown
by open circles and full dots, respectively. The
side views show the first four layers (1—4) at
the surface. The axes x, y, and z refer to the
crystallographic directions [001], [110], and
[110],respectively.

b.)

A. The GaAs(110) surface: a brief summary

The GaAs(110) surface is one of the well-known and
most intensively studied surfaces. We summarize our
results for this surface only very briefly in comparison
with those of the most recent ab initio pseudopotential
calculation by Alves, Hebenstreit, and ScheNer in order
to establish the appropriateness of our approach for sur-
faces as well.

The structure of the ideal and relaxed GaAs(110) sur-
faces is shown schematically by top and side views in Fig.
6. The structure parameters commonly used (see, e.g. ,
Refs. 44 and 45) to characterize the relaxation are defined
in Fig. 6(b). In our structure optimizations we have re-
laxed the upper and lower four layers of the nine atomic
layers in each unit cell. The middle layer was fixed in its
bulk configuration with the theoretical lattice constant of
5.54 A. We have used the SGS pseudopotentials for
Ga + and As + and the Ceperley-Alder ' form of the XC
potential. The wave functions on the top layers of each
slab were expanded in terms of 30 GaUssians per atom,
while the wave functions localized on all other atoms in
the slab were described by 20 Gaussians per atom (for the
decay constants see Table I). This leads to 400X400 slab
Hamiltonian matrices.

In Table IV we compare our structure parameters with
those calculated by Alves, Hebenstreit, and Schemer
and those measured by Duke et al. and Tong, Wei, and
Xu. Alves, Hebenstreit, and Schemer used a supercell
geometry with eight atomic and six vacuum layers em-
ploying the SGS pseudopotentials and the Ceperley-Alder
XC potential as well, and a plane-wave basis set. Thus
diA'erences in our results and those of Alves, Hebenstreit
and Schem. er essentially only result from the diferent
basis sets employed. Our results in Table IV show very
good agreement with the theoretical results of Ref. 29, as

well as with measured data ' confirming the appropri-
ateness of our relatively small Gaussian basis sets. %'e
find the well-known top-layer bond-length-conserving ro-
tation relaxation model in which the As surface-layer
atoms relax outward while the Ga surface-layer atoms re-
lax inward. The relaxation of the second-layer atoms is
already very small.

Our surface electronic structure of the ideal and the re-
laxed GaAs(110)-(1 X 1) surfaces, which we show in Fig.
7 for a later comparison with SiC(110), shows the well-
known behavior upon surface relaxation. The occupied
anion-derived As dangling-bond band 3 ~ moves to lower
energy and the empty cation-derived Ga dangling-bond
band C3 moves to higher energy, clearing the gap from
surface states. The energy gain per unit cell due to relax-

GaAs(110)

ab (A)
db (A)
4i, i(db )

6, „(db)
~12,l( db )

d 12 (db )

b2 ~(db)
co (deg)

'Reference 29.
"Reference 44.
'Reference 45.

This
work

5 ~ 54
2.40
0.29
1.82
0.60
1.34

—0.04
30.6

Alves,
Hebenstreit,

and Schemer'

5.56
2.41
0.28
1.83
0.59
1.32

—0.04
30.2

Duke
et ah. '

5.65
2.45
0.28
1.84
0.59
1.36

—0.02
31 ~ 1

Tong~
Wei,

and Xu'

5.65
2.45
0.28
1.78
0.60
1.29

—0.01
28.0

TABLE IV. Calculated structure parameters for the relaxed
GaAs(110) surface as resulting from our work in comparison
with the plane-wave results of Alves, Hebenstreit, and SchefBer
and with experimental data. For the definition of the structure
parameters, see Fig. 6.
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GaAs(110): ideal GaAs(11O): relaxed

FIG. 7. Salient bands of localized surface
states of ideal (a) and relaxed (b) GaAs(110)
surfaces together with the projected bulk band
structure.
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ation amounts to AE =0.80 eV.
The charge densities of the anion-derived dangling-

bond state ( A5) and the cation-derived dangling-bond
state (C3) at the M point of the SBZ are shown in the left
and right panels of Fig. 8, respectively. The figures clear-
ly reveal the localized nature and the origin of the related
states.

Our calculated energy values of localized surface states
are in excellent agreement (all within 0.1 eV) with the re-
sults of Alves, Hebenstreit, and Schemer, and agree with
experimental data as good as those (see Ref. 29 for that
matter).

From these comparisons we conclude that our calcula-
tional procedure yields structural and electronic proper-
ties for the GaAs(110) surface which are in very good
agreement with well-converged results ' from the
literature.

B. The P-SiC(110) surface

In this subsection we first address the structure of the
relaxed P-SiC(110) surface and the physical origins of the

GaAs(110): As state GaAs(110): Cs state

FIG. 8. Charge densities of the As- and Ga-derived
dangling-bond states 2 5 and C3 at the M point of the relaxed
GaAs(110) surface.

surface relaxation. Then we present the electronic struc-
ture of the ideal and relaxed surfaces as resulting from
our self-consistent calculations. To our knowledge, no
low-energy electron-diffraction (LEED) studies have been
published for this surface to date.

1. Surface structure

The ideal P-SiC(110) surface has the same atomic
configuration as the GaAs(110) surface [see Fig. 6(a)j.
Surface-layer atoms are threefold coordinated, while all
bulk atoms are fourfold coordinated. We have carried
out our structure optimization calculations for SiC(110)
in the same way as for GaAs(110), using the theoretical
bulk lattice constant ah=4. 34 A. The C and Si
pseudopotentials discussed in Sec. II 8 were employed to-
gether with the Ceperley-Alder form of the XC potential.
Also in this case we employed 30 Gaussians per surface
layer atom and 20 Gaussians per atom in the slab (for the
decay constants see Table I). Thus we again have to deal
with 400 X 400-slab Hamiltonian matrices.

The relaxation geometry calculated self-consistently in
this work is given in Table V together with the results of
a recent self-consistent structure optimization by Wen-
zien, Kackell, and Bechstedt ' and semiempirical calcu-
lations by Lee and Joannopoulos as well as by Mehandru
and Anderson. Our calculated structure shows a top-
layer bond-length-contracting rotation relaxation in
which the C surface atoms only relax parallel to the sur-
face while the Si surface atoms relax parallel and perpen-
dicular to the surface. The latter move down by 0.25 A
toward the substrate. The relaxation of the atoms on the
following layers is very small. For the convenience of the
reader, we give the absolute displacements of the Si and
C atoms on the first two layers relative to their positions
at the ideal surface. The displacements Ax in the x direc-
tion are —0.202 A for Si(1), +0.039 A for C(1), 0.011 A
for Si(2), and 0.033 A for C(2). The respective displace-
ments Az in the z direction are —0.252 A for Si(1), 0.004
A for C(1), 0.052 A for Si(2), and 0.015 A for C(2). On
the third and fourth layers, the displacements are less or
equal to 0.01 A.
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TABLE V. Calculated structure parameters for the relaxed SiC(110) surface (see Table IV and Fig. 6
for reference). Our results are compared to those of one previous self-consistent (Ref. 10) and two pre-
vious empirical-tight-binding (Refs. 6 and 8) structure optimizations.

SiC(110) This
work

Wenzien,
Kackell, and Bechstedt'

Lee
and Joannopoulos

Mehandru
and Anderson'

ab {A)
db (A)
6( ~(db )

(db )

d12, j.(db )

d)2 „(db)
~..(d. )

cu (deg)

'Reference 10.
Reference 6.

'Reference 8.

4.34
1.88
0.14
1.86
0.65
1.27

—0.02
16.9

4.29
1.86
0.13
1.82
0.67
1.27

—0.02
15.4

4.36
1.89
0.06
1.82
0.73
1.24

—0.01
7.4

4.36
1.89
0.05
1.86
0.71
1.21

—0.01
6.0

Our results are in very close agreement with the
structural parameters as obtained by Wenzien, KackeH,
and Bechstedt ' in their plane-wave calculations. Com-
paring our results with those of the semiempirical tight-
binding calculations, there are significant quantitative
differences to be noted (see Table V). Still the qualitative
relaxation behavior as calculated by Lee and Joanno-
poulos and Mehandru and Anderson is largely similar
to that in our results. Those authors also find the Si
atoms to move closer to the substrate than the C atoms.
In their results, however, the C atoms do not stay within
the ideal surface layer but slightly relax toward the sub-
strate by 0.05 and 0.12 A, respectively. The calculations
by Takai, Halicioglu, and Tiller yield a qualitatively
different relaxation. According to their calculations, the
C atoms move closer to the substrate than the Si atoms.
This is at variance with other theoretical results, and
with the general physical and chemical picture of the re-
laxed surface to be developed below. The energy gain
due to relaxation turns out to be DE=0.64 eV per unit
cell in our results, a value that compares extremely well
with the respective value of AE =0.63 eV as obtained by
Wenzien, Kackell, and Bechstedt. ' Mehandru and An-
derson obtained, as well, a value of AE =0.64 eV, while
Lee and Joannopoulos found a smaller value of
AE =0.42 eV. As mentioned already, these structural re-
sults are predictions, since there are no experimental data
available in the literature, to our knowledge.

optimal relaxation geometries of GaAs(110), SiC(110),
and ZnO(1010) as resulting from this work and from our
previous calculation. ' ZnS(110) shows a very similar re-
laxation behavior to GaAs(110) (see, e.g. , Ref. 43). In
Table VI we present bond lengths (see Fig. 9 for their
definition) and bond angles that characterize these
geometries. First we note that the relaxation angle co at
the SiC(110) surface turns out to be 16.9 only, as com-

dl,

dd2, ' p

O(101

2. Physical origin of the surface relaxation

We now want to discuss our energy-optimized surface
structure of SiC(110) in comparison with those of the
nonpolar GaAs(110), ZnS(110), and ZnO(1010) surfaces
in order to identify similarities and differences in the re-
laxation behavior of these surfaces. In particular, we
want to scrutinize the physical origin of the relaxation
behavior of these systems. GaAs and ZnS are heteropo-
lar covalent while SiC and ZnO are heteropolar ionic, as
discussed in Sec. III C. The latter compounds are both
distinguished by having anions from the second row of
the Periodic Table. In Fig. 9 we show side views of the

FIG. 9. Side views (drawn to scale) of an ideal zinc-blende
(110) surface and of the energy-optimized relaxed GaAs(110),
SiC(110), and ZnO(1010) surfaces. The ideal surface plane is in-
dicated by a dashed line in each case. Bonds that form an angle
with the drawing plane are shown by dotted lines. Bonds which
lie in the drawing plane or which are parallel to the drawing
plane are shown by full lines. Small dots show anions, while
large dots show cations. The actual values of the bond lengths
d&, d2, and d3 at the surface, the bulk bond lengths db, as well
as the relaxation angles co and the tilt angles y are given in
Table VI.
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d, (A)
dI(db )

d2{db)
d, (db)
~ (deg)
cp (deg)
n (deg)
p («g)
y (deg)

ah &3/4
1.00
1.00
1.00

0
0

109.5
109.5
109.5

2.40
0.99
1.01
0.99

30.6
16.7
89.0

110.8
124.1

1.88
0.94
0.99
0.97

16.9
8.2

99.8
120.2
116.4

1.99
0.92
0.96
0.94
3.6
3.6

'Reference 16.

pared to the value of 30.6' for GaAs and 28' for ZnS (see
Ref. 43). For ZnO(1010) we have calculated' a tilt angle
of the Zn—O surface-layer bond with respect to the sur-
face plane of 3.6'. It should be noted at this point that
the re1axation angle co, commonly used to characterize
(110) zinc-blende surfaces, is the angle between the sur-
face plane and the projection of the anion-cation bond
onto the [110j-[110]plane which is used for the side-view
plots of the structure (see, e.g. , Fig. 6). The tilt angle y,
on the contrary, is the actual angle between the surface-
layer bond and the surface plane. Since at ZnO(1010),
the Zn —O surface layer bonds reside in the drawing
plane (see Fig. 9) the relaxation angle co and the tilt angle

y are identical. This is not the case for GaAs(110) and
SiC(110), as is obvious from Fig. 9. The actual tilt angle
qr at the GaAs(110) and SiC(110) surfaces is considerably
sma11er than the relaxation angle co, and amounts to 16.7'
and 8.2', respectively. The resulting order of the calcu-
lated surface-layer-bond tilt angles y in Table VI for
GaAs(110), SiC(110), and ZnO(1010) nicely corresponds
to the increasing ionieities of these compounds, placing
SiC between GaAs and ZnO again. In order to under-
stand why these angles show the observed trend, we have
to address the origins of the relaxation in more detail.

The specific relaxation behavior of a particular surface
system, in general, is mostly the result of a combined ac-
tion of different physical mechanisms. For the systems
discussed in this paper we can identify at least three
different competing mechanisms. They all inhuence the
relaxation behavior of particular surfaces to a more or
less strong extent. The first mechanism (I) which we ob-
serve in our results is that the less electronegative cations
reside closer to the substrate than the more electronega-
tive anions (see Fig. 9 for that matter). This is due to the
fact that the kinetic energy of the valence electrons and
their Coulomb repulsion energy is minimized when the
more strongly charged surface-layer ion resides as high as
possible above all other atoms. The more electronegative
surface ions are thus positioned above the plane of the
less electronegative surface ions. The second mechanism
(II) is related to the difFerent hybridization behavior of
threefold-coordinated atoms at the surface as compared
to the fourfold-coordinated bulk atoms. As suggested al-
ready by Lee and Joannopoulos, it is energetically favor-

TABLE VI. Bulk and surface bond lengths, relaxation and
tilt angles (see Fig. 9), and bond angles (see Sec. IVB2) of an
ideal zinc-blende (110) surface and of the relaxed GaAs(110),
SiC(110), and ZnO{ 1010) surfaces (for details, see text).

Ideal GaAs(110) SiC(110) ZnO( 1010)'

able for threefold-coordinated atoms with s p' or s p
valence-electronic configurations to attain a planar bond-
ing configuration by sp hybridization. However, since
the second-layer atoms are constrained by the bulk lat-
tice, the surface atoms are not able to assume an exactly
planar geometry. The surface Ga atom, e.g., has a 4s 4p'
valence configuration, so that the energetically most
favorable way of forming three chemical bonds is to pro-
mote one s electron to the p level and to form sp hybrid
bonds. Since the sp hybrids form a planar configuration,
the Ga surface-layer atoms are likely to be planar three-
fold coordinated. The As atoms, on the contrary, have a
4s 4p valence configuration, so that threefold-
coordinated As tends to form pyramidal p bonds. Si and
C both have s p valence configurations, so that
threefold-coordinated Si and C are both likely to be pla-
nar bonded according to the valence argument given
above. The third mechanism (III), finally, is related to
the ionicity and, in particular, to the specific asymmetry
of the charge densities in these compounds. As a matter
of fact, it is not the absolute value of the maximum of the
charge density along the anion-cation bond which is de-
cisive for this mechanism but its localization on the con-
nection line between the anion and cation. This becomes
obvious by considering GaAs and ZnS as opposed to SiC
and ZnO. GaAs and ZnS have different ionicities and
different absolute values of the maximum in charge densi-
ty along the anion-cation bond, but the maxima occur at
similar relative positions along the bonds (see Figs. 4 and
5). In consequence both GaAs(110) and ZnS(110) show
roughly the same relaxation behavior with roughly the
same relaxation angle. For SiC(110) and ZnO(1010) this
angle is much smaller, as is shown in Table VI. This is
related to the fact that the maximum position of the
asymmetric charge density on the bonds essentially deter-
mines the stiffness and directionality of the bonding
configuration at the surface. In the bulk, the tetrahedral
configuration is defined by the total-energy minimum, re-
sulting to a large extent from the interaction of a given
ion with its four nearest neighbors. At the surface one
neighbor of the anion (cation) is missing. The remaining
three bonds only stay within a configuration correspond-
ing to tetrahedral bonding if the Coulomb repulsion be-
tween the respective bond charges is large enough. If
not, the topmost ion is free to move closer to its three
neighbors, thereby contracting the three respective
bonds. Considering only the electrostatic attraction be-
tween the ions, a planar configuration would yield the
highest energy gain. The extent to which the bonds at
the surface are contracted very critically depends on the
localization of the bond charge on the anion-cation bond.
The more the bond charge moves toward the anion, the
more directional covalent bonding is relaxed in favor of
nondirectional ionic bonding. For the Coulomb attrac-
tion between ions only their distance is of importance.
To be more specific, the hybridization mechanism II is
characterized by quantum-mechanical interactions, while
the ionicity mechanism III is characterized by electro-
static interactions. The outcome of the combined effects
of mechanisms II and III is thus the result of a tradeoff
between quantum-mechanical and classical interactions.
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In more covalent systems the quantum-mechanical in-
teractions dominate, while in more ionic systems the clas-
sical interactions dominate.

We can now rationalize the specifically different relaxa-
tion behaviors of our considered systems by invoking the
three mechanisms presented above. For GaAs and ZnS
directional covalent bonding is still efBciently in action at
the surface because the bond-charge maximum is still far
away from the anions (32% and 27% of the relative dis-
tance for GaAs and ZnS, respectively) so that the
surface-bond lengths remain almost bulklike (see Table
VI). Mechanisms I and II both support an outward shift
of the surface anions and an inward shift of the surface
cations, as is observed in experiment and theory. Mecha-
nism III is not yet very important. The similarity in the
relaxation behaviors of GaAs(110) and ZnS(110), in spite
of their different ionicities, can be rationalized this way.
In SiC and ZnO, the bond-charge maximum has moved
much closer to the anion as compared to GaAs or ZnS.
Its distance from the anion is only 20% (13%) of the
respective bond length in SiC (ZnO). The surface relaxa-
tion angles concomitantly become increasingly smaller, as
pointed out already. The bond-contracting mechanism
due to the strong shift of the bond charge toward the
anion together with the first mechanism explains why
both the anion and the cation at ZnO(1010) move closer
to the substrate, with the anions residing higher above
the substrate than the cations. Since ionic nondirectional
bonding becomes more dominant than covalent
tetrahedral bonding, all bond lengths near the SiC(110)
and ZnO(1010) surface are contracted (see Table VI).
Concerning the position of the anions, SiC(110) falls in
between the clear-cut cases of GaAs(110) or ZnS(110) on
the one hand and ZnO(1010) on the other hand. Mecha-
nism I supports the tendency of the C anions to move up-
ward above the ideal surface plane, while mechanism II,
in the case of the C anions at SiC(110), supports their
downward relaxation closer to the substrate. In our re-
sults these competing mechanisms just happen to cancel
leaving the C atoms within the surface plane. Wenzien,
Kackell, and Bechstedt' found a slight outward displace-
ment of the C atoms in their LDA calculations. The re-
sults of the semiempirical structure optimizations in Refs.
6 and 8 place the C anions slightly (0.05 and 0.12 A, re-
spectively) below the ideal surface plane. For the Si cat-
ions at SiC(110) all three mechanisms work in the same
direction, allowing the cations to relax closer to the sub-
strate in order to attain a planar threefold-coordinated
sp configuration as much as compatible with the total
configuration. Our results for the bond lengths and bond
angles in Table VI nicely confirm these expectations and
thus corroborate the notion of the three mechanisms
presented above to be in competing action at these sur-
faces. In the case of ZnO, finally, the bonds have become
strongly ionic and the hybridization mechanism II loses
its impact. Mechanisms I and III both support a con-
traction of the surface bonds and a movement of the Zn
cations closer toward the substrate as compared to the O
anions, as mentioned already. This behavior is clearly
shown by the results of our calculations in Fig. 9 and
Table VI.

Finally, we address the physical trends that can be ob-
served in the bond angles at the surface. The angles
defined by cations and anions on the first two layers are
given as follows:

a:="c(2)—a(1)—c(1)
P:=" c(1)—a(l) —c(1) or a(1)—c(1)—a(1),
y:="a(1)—c(1)—a(2)

We note at this point that these angles are qualitatively
diff'erent at the (110) surface of a zinc-blende crystal and
the (1010) surface of a Wurtzite crystal, so that a direct
comparison of these angles resulting from the surface re-
laxation is not meaningful. However, we can follow the
trends in these angles when we consider the relaxation of
zinc-blende (110) surfaces alone. At ideal surfaces they
all have the value 109.5' of the bulk tetrahedral angle. If
the surface cations move closer to the substrate, the angle
y increases and the angle a decreases with respect to the
ideal surface value. If the cation reaches an exactly pla-
nar configuration, y would amount to 120' and a would
amount to 90, but the concomitant movement of the
anions also changes these angles. If the bond lengths are
conserved in the relaxation the angle p remains near
109.5', but if the bond lengths are contracted the angle p
opens up. Thus e is a measure for the upward shift of the
anions and the downward shift of the cations, while p is a
measure of bond contraction. The angle y, finally, is a
measure of sp hybridization and the downward shift of
the cation. Our results in Table VI clearly reveal the re-
laxation properties. At GaAs(110) the bonds are not con-
tracted, so that p remains near the tetrahedral angle. At
the same time a becomes much smaller (close to 90') and
y becomes much larger (close to 120') than the
tetrahedral angle because of the sp hybridization of the
Ga cation and the upward motion of the As anion. For
SiC(110), sp hybridization is already considerably weak-
er and the C anions remain in the ideal surface plane.
Thus both a and y are much closer to the tetrahedral an-
gle, as compared to GaAs(110), but the bond contraction
at SiC(110) gives rise to a drastic increase in the value of
P. For the even more ionic ZnO(1010) surface the bond
contraction at the surface is even further enhanced as is
obvious from the bond lengths in Table VI. Finally we
point out that an exact planar configuration of the cat-
ions at the surface gives rise to the largest possible tilt an-
gle y. Comparing the tilt angles for the three surfaces in
Table VI clearly demonstrates that the cation t
GaAs(110) reaches a position closest to planar bonding
with the largest tilt angle y and relaxation angle co.

3. Surface electronic structure

Our surface electronic structure of the ideal and the re-
laxed SiC(110) surface is shown in Figs. 10(a) and 10(b),
respectively. The topology of the projected bulk band
structure is similar to that of GaAs(110) to a large extent.
Only the projected heteropolar gap of SiC(110) is much
smaller than that of GaAs(110). We find a number of
salient bands of localized surface states both at the ideal
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FIG. 10. Salient bands of localized surface
states of ideal (a) and relaxed {b) SiC(110) sur-
faces together with the projected bulk band
structure.

SiC(110): ideal
I I I

X M X'

SiC(110): relaxed

and relaxed surfaces. We have used the same labeling of
these bands as in Fig. 7. The wave-function character of
the related states at high-symmetry points of the relaxed
surface is analyzed in Table VII. The 32 state has a very
appreciable cation contribution of 38% at M and even
51% at X', as compared to 36% at M and only 26% at
X' for GaAs(110). This is a consequence of the much
smaller heteropolar gap of SiC as compared to GaAs.
Bands 3 ~ and C3 predominantly originate from the dan-
gling bonds at the C anion and Si cation in the surface
layer. This is similar, in general, to GaAs(110). The en-
ergy separation of our A, and C3 bands at the SiC(110)
surface is considerably smaller as compared to
GaAs(110). This is certainly related to the differences in
calculated band gap energies as commented on in Sec.
III B. Wenzien, Kackell, and Bechstedt' have reported
dangling-bond surface-state bands in the gap, as well.
These bands, which have been classified as preliminary in
Ref. 10, show significant deviations from our results. The
relaxed surface clearly is semiconducting, but our calcu-
lated indirect surface gap of about 0.3 eV is obviously
much smaller than the calculated bulk gap of 1.29 eV.
Thus the gap is not cleared from surface states by relaxa-
tion. Therefore, the relaxed SiC(110) surface will exhibit
bona fide gap states and will not give rise to a Aat-band SiC(110):As state SiC(110):C3 state

situation as is the case for the GaAs(110) cleavage face or
for the (1010) surface' of the heteropolar ionic ZnO
crystal. Our calculations yield an ionization energy of
5.42 eV and, correspondingly, an electron amenity of 4.13
eV. Comparing these values with our corresponding re-
sults of 4.65 and 3.21 eV, respectively, for GaAs(110),
again indicates the larger ionicity of SiC as compared to
GaAs.

To highlight the origin and nature of the most salient
dangling-bond surface states at SiC(110), in Fig. 11 we
show the charge densities of the A 5 and C3 states at the
M point. Clearly, the A5 state is a dangling-bond state
localized mostly at the C surface anions, and the C3 state
is a dangling-bond state localized mainly at the Si surface
cations (see also Table VII). Also in this case, like for
GaAs(110) in Fig. 8, we observe contributions from the
anions (cations) on the third and fifth layers to the A~
and C3 states. Comparing Figs. 11 and 8 reveals one par-
ticular di6'erence. While the A5 state and the C3 state at
GaAs(110) are mainly localized at the As or Ga atoms on
the first and third layers, at the SiC(110) surface the A&

TABLE VII. Orbital contributions to salient surface states
{in %) at high-symmetry points of the relaxed SiC(110) surface.

SiC(110) C(2s) C(2p) C(3d) Si(3s) Si(3p) Si(3d)

X A2
A5
C3

M Aq

C2
Aq

C3
X' A2

A5
C3

56.4
6.7
2.1

59.9
0.3
6.5
2.3

46.3
7.9
3.2

1.6
69.6
9.6
1.6

40.0
75.7
16.3
1.9

69.5
12.6

0.1

1.3
1.6
0.0
2.7
0.4
4.4
0.9
0.8
6.6

0.4
0.8
3.0
0.1

54.8
0.2
7.9

30.0
1.0

17.3

37.4
5.9

62.6
32.1

0.7
3.0

57.6
15.2
5.9

46.5

4.1

15.7
21.1

6.3
1.5

14.2
11.5
5.7

14.9
13.7

FIG. 11. Charge densities of the C- and Si-derived dangling-
bond states A5 and C3 at the M point of the relaxed SiC(110)
surface.
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state is localized near the C atoms at the first and third
layers while the C3 state is localized on both the first-
layer Si and second-layer C atoms. Thus the wave-
function character of the C3 state at SiC(110) is some-
what diFerent from that of the C3 state at GaAs(110).
Concerning the similarities of Figs. 8 and 11, we clearly
see that the C (Si) atoms at the SiC(110) surface behave
like the As (Ga) atoms at the GaAs(110) surface.

V. SUMMARY

In conclusion, we have reported ab initio studies of
bulk cubic SiC and of the SiC(110) surface, as well as of
the GaAs(110) surface. Optimal surface geometries have
been calculated by total-energy minimization. The
GaAs(110) surface shows the well-known top-layer
bond-length-conserving rotation relaxation, in which the
As atoms relax outward and the Ga atoms relax inward
with respect to the ideal surface plane and the substrate.
The SiC(110) surface, on the contrary, shows a top-layer
bond-length-contracting rotation relaxation similar to
that of the ZnO(1010) surface. The C surface atoms
remain in the ideal surface plane, while the Si surface
atoms relax inward toward the substrate by 0.25 A. The
length of the surface-layer Si—C bond is reduced to 1.77
A, as opposed to the theoretical bulk bond length of 1.88
A. A similar shortening of the surface-layer bond has
previously been found for ZnO(1010). It was shown to

be typical for heteropolar ionic semiconductors like SiC
and ZnO but does not occur for heteropolar covalent
semiconductors like GaAs or ZnS. We have addressed
different competing physical mechanisms whose corn-
bined action was found to give rise to the specific relaxa-
tion behavior observed. The topology of the surface band
structures of SiC(110) and GaAs(110) are similar, al-
though characteristic differences due to the different ioni-
city and due to the indirect fundamental gap of SiC do
occur. Salient bands of localized surface states result
throughout the whole SBZ. Most pronounced are the
anion- and cation-derived dangling-bond bands which
show significant energy shifts upon surface relaxation.
The cation-derived dangling-bond state C3 at SiC(110)
shows a slightly different charge density as compared to
the C3 state at GaAs(110). For GaAs(110) our results are
in very good agreement with available angle-resolved
photoelectron spectroscopy and LEED data. For
SiC(110) such data are still lacking. We hope that our
predictions will motivate experimental studies of the
SiC(110) surface in the near future.
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