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Muon-spin-resonance study of muonium dynamics in Si and its relevance to hydrogen
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The dynamics of transitions among muonium (Mu) states in Si have been studied by radio-frequency
(rf) muon-spin-resonance techniques. A total of ten samples doped to roughly 10" cm p type and to
10' cm ' n type were investigated at temperatures from 10 to 500 K. The normalized rf asymmetry for
the ionized center in the p-type samples is well described by a three-state strong-collision model involv-
ing MuB&+, Mu&&, and MuT . Addition of MuT and related transitions complicates the model for in-
termediate n-type concentrations; however, at higher n-type levels a modified three-state model with
MuT replacing Muac successfully describes the charged-state intensities. Observed features are as-
signed to seven separate transition processes and a single set of parameters, obtained primarily from fits
to two samples, provide an excellent description over the full doping range. The Mu results correlate
well with the few analogous hydrogen measurements and imply rapid transitions among several hydro-
gen states under typical experimental conditions.

I. INTRQDUCTIGN

The fact that hydrogen easily enters most semiconduc-
tors and is chemically active within these materials is well
established. ' Hydrogen forms stable bound states with
many defects and impurities; it ties up dangling bonds,
passivates shallow donors or acceptors and some deep-
level impurities, activates a few originally inactive impur-
ities, and forms various complexes within extended de-
fects. The kinetics of dopant-hydrogen passivation reac-
tions and the structure and dynamics of the resulting
complexes have been extensively studied since their
discovery in the early 1980s. Much of the experimental
evidence regarding diffusion of isolated hydrogen and the
presence and stability of its charged states comes in-
directly from hydrogen passivation and reactivation stud-
ies, or from depletion region capacitance measurements.
Compared to the extensive data base on H-related com-
plexes, direct observations of isolated H in any semicon-
ductor are extremely sparse. Theoretical results and ex-
periments on the muonium analog provide much of our
knowledge of the states formed by atomic hydrogen as an
isolated impurity in this important class of materials.

Neutral muonium [atomic notation, M u(p, +,e )] is
formed when an implanted positive muon captures an
electron. The muonium atom is thus a very light pseu-
doisotope of H, with a mass only —,'th that of hydrogen.

Because the muon is relatively short lived with a mean
lifetime of 2.2 ps, one observes only states formed in the
implantation process or during the very early stages of
any reaction chain. Chemically, muonium is expected to
behave essentially the same as atomic hydrogen, with
strictly analogous electronic states; however, the light
mass implies significant di6'erences for physical processes
such as diQ'usion which involve nuclear motion. For ex-
ample, the larger zero-point energy of the muon implies
that its energy level in a given potential well lies higher
than the analogous proton state. This reduces muonium
site-change barriers compared to those for hydrogen. On
the other hand, energy-level positions within the semi-
conducting gap, which represent the ionization energies
and thus depend on the reduced mass of the electron, will
be essentially equal for H and Mu. The muon has a rela-
tively large magnetic moment (I=—,', y„=3.18y~), and
standard muonium research methods are generally
classified as magnetic-resonance techniques. Convention-
al transverse-field —time-diff'erential (TFTD) and muon-
spin-rotation (@SR) data demonstrate that at least three
states are formed in many diamond and zinc-blende
structured materials: two neutral paramagnetic states,
known in the @SR literature as normal (Mu) and anoma-
lous (Mu*) muonium, and a nonparamagnetic state or
states yielding the so-called diamagnetic or p+ signal. '

In reality, the latter may be either an isolated Mu+ or
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Mu ion or a bound state formed with another impurity.
The paramagnetic neutral Mu has an isotropic hyperfine
interaction, while the Mu state has a small highly aniso-
tropic hyperfine tensor axial about (111) directions.
Early TFTD @SR results show that Mu and Mu' ionize
above 230 and 120 K, respectively, in silicon, with each
signal fraction recovered in the p+ signal at considerably
higher temperatures. The temperature offset for obser-
vation of the ionized product is due to the requirement of
spin-precession phase coherence in TFTD methods. This
limits observation of final states to reactions which are
completed in a small fraction of the precursor muon-
spin-precession period.

Over the past several years we have investigated
muonium ionization reactions and site changes in silicon
using longitudinal-field (LF) techniques which efFectively
remove the phase-coherence requirement and conse-
quently are far more sensitive to final or intermediate
states of any reaction chain. These experiments consist
of two types: LF depolarization measurements using stan-
dard TD methods; and modification of the time-integral
decay positron asymmetry resulting from resonant rf ex-
citation. The LFTD experiments measure the actual loss
of muon-spin polarization and are analogous to determin-
ing T&

' relaxation rates in NMR as opposed to T2 '

measurements obtained from TFTI3 methods. Since no
direct spectral information is obtained, identification of
the muonium states responsible for the relaxation is in-
direct in LFTD measurements and requires detailed
knowledge of the Geld dependences for each possible
state. Initial LF results revealed an electron ionization-
recapture charge cycle which apparently occurs in all
semiconducting materials at sufficiently high tempera-
tures. The second technique, known as rf-@SR, is
analogous to standard cw-NMR methods except that res-
onances are detected via the decay positron asymmetry in
the usual pSR fashion. This paper presents an essentially
complete dynamic model of isolated muonium state
changes in Si derived from the results of rf-pSR experi-
ments and consistent with the present understanding of
the LF data. Preliminary results covering the p-type
samples have been reported previously. '

Prior to the initiation of the current project a great
deal of experimental and theoretical effort was expended
to identify the muonium states responsible for the various
pSR signals and to determine their electronic and
structural properties. A combination of muon level-
crossing resonance (pLCR) data and theoretical model-
ing ' established that, of the two neutral states, the an-
isotropic center Mu* is the ground state in Si and that
the muon location lies near the center of a stretched Si-Si
bond, i.e., in a bond-centered (BC) configuration. The
unpaired electron is predominantly associated with the
two nearest-neighbor Si atoms and occupies a nonbond-
ing orbital with a node at the muon position. The isotro-
pic neutral Mu is a rapidly diffusing state associated with
the largest interstitial region in the diamond structure,
i.e., the tetrahedral interstice or T site. Throughout this
paper we adopt a notation which designates both the
muonium charge state and site, labeling the ground state
(Mu*) as MuBC and the metastable (Mu) as Muz . The

electronic equivalence of Mu~c and HBC has been ex-
perimentally demonstrated by comparison of the pLCR
results with parameters from EPR data on the A A 9
center. " Theoretical considerations' imply that the posi-
tive ion should be stable at the BC site, i.e., MuBC+.
MuBc+ should have a structural configuration very simi-
lar to Muz& since the electron is removed from the non-
bonding orbital. The extended Muac wave function and
weak binding lead to a BC(+/0) level near the
conduction-band edge, although considerably deeper in
the gap than typical shallow donors. Placing a second
electron in a nonbonding orbital is energetically costly,
and the BC(0/ —) level lies well up in the conduction
band. The metastable neutral Muz has a hyperfine pa-
rameter roughly half that of the vacuum Mu atom. The
ionization energy should also remain a significant frac-
tion of the vacuum value so that the T(+ /0) level should
fall within the valence band. The negative ion Mu~ can
exist, probably with a level in the upper half of the gap,
since evidence for it only occurs in sufficiently highly
doped n-type samples. Several theoretical results' place
the T(0/ ) level l—ower than the BC(+/0) level, leading
to negative-U behavior for H or Mu in Si. Very recent
experiments' appear to verify negative U for hydrogen
by placing the T(0/ ) level n—ear midgap. The two ionic
states, Muac and Muz-+, which are not observed be-
cause the required levels do not exist within the semicon-
ducting gap, will not be considered further.

II. THE DYNAMIC MODKI.

The rf-pSR results presented here provide dynamic pa-
rameters for the main transitions which occur among the
four muonium states discussed above, namely Mu z,
Mur, MuBC, and MuBC+. Figure l(a) displays the
basic idealized configuration-coordinate diagram involv-
ing these states, and defines the notation adopted for the
various energy parameters. This notation is similar to
the state labels, with subscripts carrying site information
and superscripts for the charge states. For each transi-
tion the parameter labeling convention is the initial state
followed by the final state in the appropriate subscript or
superscript.

The solid curves in the schematic eon6guration-
coordinate diagram of Fig. 1(a) represent states which are
active in near-intrinsic and p-type samples: the two neu-
trals MuBC and Muz, and the positively charged state
Muac+. For n-type samples the Mu~ state becomes im-
portant and is included in the diagram as a dashed curve.
In order to discuss all samples within a single diagram we
have included three particles, the implanted p+ and two
e . For the p-doped materials one can think of this pic-
ture without the second electron present. There is experi-
mental evidence that the observed charge transitions in-
volve electrons'" with the exception of a hole-capture
process at low temperature in p-type samples. The
configuration-coordinate diagram we present is highly
idealized in at least two important aspects: first, we use
essentially parabolic potential wells even far from the
minima; and, second, the configuration coordinate for



MUON-SPIN-RESONANCE STUDY OF MUONIUM DYNAMICS IN. . . 13 119

transitions between difFerent pairs of states does not, in
general, follow the same path. Furthermore, since this
diagram represents an operational experimental picture
any kinetic energy of the muon is included at each point
along the path. We take the intersections of curves for
difFerent Mu charge states to represent a barrier for com-
bined site and charge-state changes since we cannot ex-
perimentally distinguish separate transition components.
For (ransitions where the rf data are sensitive to the dy-
namics, the energy differences displayed in Fig. 1(a) are
scaled to the barriers we obtain.

When considering experimentally observed dynamics
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FIG. l. (a) A schematic configuration-coordinate diagram
representing the various muonium states in Si. The system in-

cludes three particles: the implanted p+ and two e, (e, is an
electron at the minimum of the conduction band). The solid
curves represent the states active in the p-type samples, and the
dashed curve represents the negative charge state which is im-

portant in n-type samples. The barrier/ionization energy pa-
rameters obtained from the current study are: E&c =0.22 eV,
ET/Bc =0 39 e» EscrT =0.38 eV, and Esc/'T =0.34 eV. (b)
The energy levels within the gap for muonium in Si. (c) Ob-
served transitions among the Mu states in Si. Rate labels identi-

fy the responsible processes by number. The solid lines are for
p-type samples and for all samples at high temperatures. The
broken lines are for additional transitions in n-type samples at
low temperatures. The dotted line represents the possible
thermal loss of an electron by MuT

within this system it must be stressed that one is usually
operating far from equilibrium in terms of relative popu-
lations of the muonium states. The two sites are initially
populated in some ratio determined primarily by the
kinetics of the p+ implantation process, while the initial
charge-state mix at each site is governed by the concen-
trations of electrons and holes liberated during thermali-
zation. Currently, very little is known about the details
of these muon-stopping processes. Except at the highest
temperatures, the muon lifetime limits dynamic observa-
tions to the initial stages of the reaction chain leading to-
ward equilibrium in the muonium state occupation prob-
abilities. The eventual steady-state mix of populations
can more easily be considered using the energetics
displayed in Fig. 1(b), showing the electronic levels resid-
ing within the gap for muonium in Si. Since there are sel-
dom more than one or two muons present in the sample
at a given time, the presence of the muonium states can
be completely ignored in determining electron (n, ) and
hole (n& ) concentrations, or equivalently the location of
the Fermi level. These are calculated using known pa-
rameters for the band gap and dopant energy levels in Si,
and measured dopant concentrations for each sample. At
room temperature in near-intrinsic and p-type samples
the Fermi level is at or below midgap, most likely below
either muonium-related level implying that MuT and

Music+ are the expected states for the respective sites.
Since MuT is the metastable neutral, after a sufficiently
long time the positive charge state should be dominant in
p-type materials. In contrast, for strongly n-type materi-
als at room temperature, the Fermi level lies above both
muonium levels leading to MuT and MuBC at the two
sites. In this case, since Muz& is the neutral ground
state, conversion to the charged state may be much less
likely even though the excess electron concentration in-
creases the electron-capture rate by the neutral state and
hence pushes the system toward eventual MuT occu-
pancy. Since the muonium system is quite far from equi-
librium over most of the data range, we have not explicit-
ly built in the eventual equilibrium state occupations oth-
er than to use the correct equilibrium carrier concentra-
tions; i.e., detailed balance arguments were not used to
place constraints on relative rates for various processes.
Because our observations imply that most charge-state
changes involve electrons, we have chosen to use an ener-

gy scheme appropriate to electron processes in Fig. 1(a).
Low-temperature TFTD-pSR signal intensity ratios indi-
cate that the initial populations in the BC and T sites are
approximately equal. Also, for near-intrinsic samples
about 5%%uo of the states are charged. As an example of the
nonequilibrium conditions, this means that, in intrinsic
and p-type cases, the system is started with an e nearly
always occupying the BC(+/0) energy level even though
MuBc+ is the expected final state at that site as dictated
by the Fermi-level position. The positions of the Fermi
level will also influence which transitions dominate in
each sample. Possible temperature dependences in the
dynamic parameters have been ignored in our model.

We discuss anticipated transition processes by consid-
ering possible paths out of each of the four states. Pro-
cesses which involve direct transitions between the posi-
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tive and negative charge states are second order in cap-
ture cross sections and will be ignored as considerably
less likely than competing routes. Likewise, paths with
obviously higher barriers can also be ignored as having
low probability. We have also left out a few of the possi-
ble hole capture processes because our experiments imply
that electron processes dominate them. These arguments
leave the following set of likely transition paths which
must be considered. Starting with the neutral states, ex-
pected transitions out of the metastable T site include the
site change to the stable con6guration.

Process (1): Muz ~MuBc

and, in n-type samples, capture of a conduction electron
to form the negative ion,

Process (2): Muz +e, ~Mur

A third possible path, a direct transition from Mu~ to
the ionized MuBc+ state, is much less likely than process
(1), which is available in all samples, since this alternative
involves either hole capture or excitation of the muonium
electron to the conduction band in addition to the site
change. The barrier is larger than for process (1) even
without a prefactor reduction related to the charge-state
change, implying a lower probability for this route. It is
ignored in our model.

For the stable bond-centered neutral there are three
likely exit processes: simple thermal ionization,

Process ( 3): MuBc ~MuBc+ +e,

and the two carrier capture processes

Process (4): MuBc +h„+ ~MuBc+

Process (5): Muse +e, ~Mu7.

which are active only in appropriately p- or n-doped sam-
ples, relatively. In addition to e capture, process (5) in-
volves a site change implying a barrier. This is one of the
combined site and charge-state changes which we label as
activated capture and treat as a single step since we can-
not resolve the actual reaction path. An additional possi-
ble path into the (metastable) T site as a neutral, i.e.,
Muac —+Muz-, appears always to be unfavorable since
the barrier will be

Eschar

=Ex isc+ 6, and the expected
value for 5 is at least a few tenths of an eV. '

For the charged states there appear to be fewer favor-
able options. For the positive charge state the two likely
processes both involve electron capture:

Process (6): MuBc++e, ~Muse

and

Process (7): MuBc++e, ~Muz

process since it involves a BC~T site change. For the
negative ion only thermal ionization appears to be likely,

Process (8): Muz ~Muz +e,
Because Mu~c is more stable than Muz-, direct conver-
sion to Mu~c via a combined site and charge-state
change might be possible. The energetics in Fig. 1(a) im-

ply a larger barrier for this option than for process (8);
thus it has not been included. The remaining alternatives
involve hole capture and would only be active under con-
ditions where the negative charge state is not expected to
occur (i.e., in p-type samples), although such processes
may serve to quickly neutralize any Mu ions formed
during implantation in p-type samples.

Figure l(c) shows transition paths among the four
muonium states represented by the above processes. As
will be demonstrated, we have identi6ed features in the rf
data associated with each process, and have extracted dy-
namic parameters for the first seven. The exception is
process (8) (dotted line), where Mur is stable to high
temperatures in n-type materials. The paths shown with
solid lines in the figure represent those active at high tern-
peratures in all samples, and the only paths important in
p-type samples. The paths shown with broken lines are
the additional interactions present in n-type materials
and will be shown to dominate the Mu dynamics in n-

type samples below room temperature.
Some information on muonium dynamics exists from

other types of measurements. Older TFTD-pSR results
yielded an ionization energy of Ezc+ =0.17 eV for
MuBC, extracted from the increase in the Mu* relaxation
rates above 120 K, but simulations of the recovery in the
p+ signal suggest a somewhat higher value of about 0.25
eV. Similar attempts to obtain an ionization energy for
metastable Mu~ resulted in a much wider set of values
ranging from 0.11 to 0.39 eV, and displayed considerable
sample dependence. Decay positron channeling experi-
ments on near-intrinsic samples determined that between
about 270 and 400 K the muon is almost exclusively at or
near the BC site. ' Over the same range pSR data identi-
fy only an ionized muonium signal, implying that the
dominant state is Mu&c+. Fits of the LF relaxation data
show that the neutral state involved in the high-
temperature charge cycle has a hyper6ne parameter close
to that for Mu&. rather than that for the low-
temperature stable state Muzc . The longitudinal data
were fit with a simplified two-state model with a Mu
state assumption, and yielded an ionization energy of 0.34
eV. The current rf-pSR results are sensitive to the
charge-cycle onset region, but no information is available
in the temperature range where the majority of the LF
data were obtained. The sensitivity of the present data to
the beginning of charge exchange is utilized to obtain BC
to T site-change parameters.

III. KXPKRIMKNTAL METHODS

Assuming the BC(+/0) level is in the upper part of the
gap as expected, thermal excitation of a hole into the
valence band is highly unlikely and can be ignored. Note
that process (7) represents a second activated capture

The arrangement of pSR counters used was a standard
geometry for longitudinal-Geld experiments in which the
static magnetic-6eld direction, counter axis, and initial
spin direction are collinear along the z axis as shown in
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Fig. 2. All of the data presented in this work have been
taken in the time-integral mode, where one measures the
steady-state integrated count rate in the forward (F) and
backward (8) positron counters with the radio frequency
on (+) and off ( —). Such a state is given by'

t -v (t-~)
Np)g =Np)g v„e " [1+A~)~G„(t r)—]dr

=N~)~ I v„e "[1+A~)iiG„(t)]dt, (3.1)
0

where Xz&~ is the initial positron Aux reAecting the beam
intensity and the geometry of the counters, v„ is the in-
verse of the muon lifetime, Az&~ is the asymmetry pa-
rameter associated with a given counter/sample
geometry arising from asymmetrical preference of the
positron to decay in the direction of the muon polariza-
tion, and G„(t) is the z component of this polarization
when the applied static magnetic field is also in the z
direction. The important physics is located in the term
containing the time-dependent muon polarization. The
function G„(t) depends on the populations and spin dy-
namics for each rnuonium center, as well as the dynamics
of transitions between muonium states and any other in-
teractions which may affect the time history of the muon
spin polarization. For this application we have used a
limited set of muonium transitions which allows an
analytical solution using Laplace transform methods. If
G„(s) is the Laplace transform of G,*,(t), then, using the
above expression, the theoretical task is to evaluate this
function at a characteristic rate equal to the inverse
muon lifetime G„(s)~, . Section V and the Appendixes

outline the spin dynamical calculations which are re-
quired to make this evaluation within our working model.

A feature of the integral rf-pSR experiment which is of
great utility for the present measurements is that the

P„

S

FIG. 2. Longitudinal field geometry for an integral rf-pSR
experiment. The effective magnetic field on the muons comes
from the applied field B,„,and the rf field BI. Off resonance the
effective field in the rotating frame is parallel to the spin, and
the muons do not precess. On-resonance the effective field is
equal to the rf field BI and the muon spins precess in this field
until they decay into positrons. The decay positrons are emitted
preferentially along the spin direction of the muon, therefore al-
lowing the muon polarization to be measured.

presence of a strong rf field implies a specific form of
G,+, (r) when a resonance condition is satisfied for one of
the muonium centers. To accurately determine the de-
gree to which this resonance condition is satisfied under
experimental conditions requires that the integral counts
be combined in the following manner:

S+—S
N~ +5~

E~+ —1V~

1V+ +1V~
(3.2)

which is called the rf asymmetry and serves to isolate the
integrated change in the LF time-dependent asymmetry
due to the rf irradiation. For a system with several po-
tential rf resonances Sec. V describes a generalization of
the above expression for the rf asymmetry.

The design of the rf coil which produces the oscillating
transverse magnetic field driving the resonance is certain-
ly the most innovative feature of our system. Fundamen-
tally it is a nonresonant broadband 50-Q delay line. The
idea of using such a delay line for magnetic resonance
was investigated by Low and co-workers' ' and that
work inspired our development effort. Basically, the coil
consists of a number of turns of a Hat conductor wrapped
around two anodized Al rods that themselves are secure-
ly fixed to a grounded mounting framework. The
geometry, ideal for solid-state pSR applications, is similar
to the Hat coil of Ref. 19, but uses a Hat conductor
wrapped on insulated (i.e., anodized) cylindrical posts
rather than a round insulated conductor pressed onto a
Oat ground plane to create the distributed capacitance
and inductance. The broadband characteristic of the coil
can easily be adjusted to exhibit a standing-wave ratio
(SWR) of less than 1:1.5 over the entire 10—250-MHz
band of our system. This has proven to be very suitable
for swept-frequency experiments. With an input power
of 250 W the coil yields a rotating rf field component
8, =7 G. The rf coupling scheme used in the experi-
ment, unlike the usual case in NMR, is totally non-
resonant. The rf current runs from the amplifier, down
the transmission coaxial line, through the windings of the
delay-line coil to create the magnetic field, and finally
through the return leg into a high power oil-mediated
50-Q load. Details of the coil assembly and rf coupling
scheme will be published elsewhere.

Using rf resonant techniques at a cw meson facility like
TRIUMF entails further difficulties due to the rather
high rf heating effects arising from the surface resistance
of the coil and capacitor rods. Thus even though the
coil is nominally a 50-0 delay line, this effect results in a
relatively large source of heat in the direct vicinity of the
sample. To minimize the systematic errors in the temper-
ature measurement from these effects, or from eddy
currents within the sample, the following method was
adopted. A set of test samples was mounted on a boron
nitride substrate that protruded out of the coil so that a
Au-Fe(0. 07%) thermocouple could be inserted into the
substrate. This thermocouple was used to measure the
temperature gradient between the substrate and a cali-
brated Si diode located on the Cu housing that holds the
coil assembly. Calibration tests show that the tempera-
ture of the substrate rejects the temperature within the rf
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coil to within 0.5 K, except for very low-resistivity
samples where eddy current heating of the sample itself is
strong. These test samples were then measured over the
range of power and frequency conditions used in all ex-
periments reported here. The temperature difference be-
tween the diode and the test samples had a simple depen-
dence on temperature and applied power. These correc-
tions were applied to all of the data with the exception
that when the thermocouple was in place during the actu-
al run, the temperature correction was made directly
rather than using this calibration technique.

Since the rf wa"; periodically modulated on and off for
normalization, in order to further stabilize the tempera-
ture the rf duty cycle was always kept constant at 50%,
and the rf-on time, usually about 2 s, was not allowed to
vary by more than 20%. In this way the thermal condi-
tions in the rf cell were maintained in a steady state, in-
dependent of external conditions of the experiment. To
accomplish this the control software provides for a moni-
tor on the incoming muon Aux. When this monitor
varies outside preset limits (20%%uo in this case) the software
automatically deactivates the data acquisition while at
the same time switching into a mode that maintains the rf
conditions as they would be during data acquisition.
Thus any significant fluctuation in the beam puts the ex-
periment into this inactive mode which is thermally iden-
tical to the running conditions. When nominal operating
conditions return, the software switches back to the ac-
tive acquisition state with the assurance that thermal
conditions have not varied significantly during the stand-
by period. During such excursions, the temperature con-
trol (driven from the thermometers located on the mount-
ing arms) remains engaged and the internal steady state
maintained by this arrangement implies that the tempera-
ture gradients do not significantly change.

To ensure the reproducibility of our data, steps were
also taken to stabilize the rf power against voltage Auc-
tuations in the mains which directly affects the plate volt-
age of the final stage. To this end the rf amplifier is fitted
with a sophisticated feedback system controlled by the
rectified output of a detector diode which is driven by the
sampling port of a precision broadband directional
coupler. Other elements of our setup consist of a pickup

coil, power monitors, and fast-acting protective trip cir-
cuits. This last item is particularly relevant since without
such protection a failure can easily result in a very large
standing-wave ratio, often to the detriment of expensive
samples, cryostats, Ganges, thermometers, and other
components in the vicinity of a high voltage or current
node. The implementation of this protective circuit relies
on a fast rf switch that will very quickly (submi-
crosecond) shut off the input signal to the amplifier when-
ever significant reAected power is detected. Since this
will occur whenever any element of our system ceases to
be 50 Q, this protection is globally sensitive to rf faults.

IV. SAMPLES

Three Si samples doped with boron, one with gallium,
one with indium, and five with phosphorus in the concen-
tration range 10"—10' cm were studied. The concen-
tration of dopants as obtained from photoluminescence
measurements is summarized in Table I. The diameters
vary between 15 and 20 mm and most samples are 1 —2
mm thick. All samples were obtained from various com-
mercial sources. They were grown using the Goat-zone
technique and doped during the growth process. Sample
orientations are also listed in Table I, and indicate the
crystal axis parallel to the applied field and initial muon
spin-polarization direction. The temperature dependence
of several observed features vary with this sample orien-
tation. P11, P13, %12, and %13 were studied previously
in transverse field by the university of Zurich group.
Longitudinal-field measurements are available on N14,
and on some of the other n-type samples (unpublished
data).

V. DATA ANALYSIS

As in conventional magnetic resonance, it is con-
venient to treat the effect of the rf field on a spin system
by transformation into a frame rotating at the rf oscilla-
tor frequency co around z, the direction of the static mag-
netic field 8,„,. For the general case the effective field B,&
in the rotating reference frame (RRF) is composed of a
modified z component and an rf field 8, in the (xz,y~ )

TABLE I. Summary of the sample orientations and the P, B, Al, Ga, In, and net carrier (C) concen-
trations. The ionization energies for P, B, Al, Ga, and In in Si are 45.5, 44.5, 68.5, 72, and 160 meV, re-
spectively.

Sample

P11
P13
P14
P15
SiIn
%12
%13
%14
1V15

N16

Axis

110
110
100
111
111
111
111
111
100
111

Cp (cm )

1 ~ 4x10"
0.5 x10"
0.3x 10'

2.6x10"
3.4x 10'
4.9x 10'
1.5 x 10'
5.0x 10'

C~ (cm ')

1.1x10"
1.5x10"
4.4x10"

0.2x10"
1.5 x10"
2.4x 10'

Cothers

Al 0.6x10"

Ga 1.2x 10"
In 2.0X10'

Type Cc (cm )

3.0x10"
1.0x 10"
4. 1x 10"
1.2x 10'
2.ox 10"
2.4x 10"
1.9x10"
4.9 x 10'"
1.5 x10"
5.0x 10"
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plane, where (xii,yet, z } are the unit vectors in the RRF.
The effective field is then B,it=[(coo—co)/y]z+Bip(P),
where coo=yB,„, is the I-armor frequency in S,„„ythe
muon gyromagnetic ratio, and p(P)=xitcosP+yi, sing.
With B,ir directed along a unit vector r (9=z
cos8+p sin8), and assuming unit initial polarization
parallel to z, the time evolution of the z component of the
polarization in the absence of relaxation is given by

P, (t)=cos 8+sin 8cosco,ttt, (5.1)

Ad=+ A~~
v +{coti co ) +co i

(5.3)

The summation is over all possible transitions, for each
line (transition ij) the on-resonance amplitude fcog=co in

~ .2
Eq. (5.3)] is equal to A,'Jt(0) = A,'~~co'i' /(v„+ co'i' ), and the
half-width at half maximum is equal to

15co'J=+v„+co'i' . Then Eq. (5.3) can be written in a
more standard form,

A~=+ A~~(0) (5.4)

The normal operational mode for these rf-pSR experi-

where co,it=+(coo —co) +cot is the precession frequency
in the effective field, co& =y8& is the precession frequency
in the rf field, and cot8=(coo —co)/co, .

Experimentally, the rf field acts on all muons stopped
in the sample. On resonance, the frequency co is matched
to an energy-level splitting (E; —E ) for one of the muoni-
um centers. For the ionized states Mu —these are just the
Zeeman states of the muon spin, while in the neutral
centers the splitting is a function of both the applied
magnetic field and the hyperfine interaction. Energy is
transferred between the rf field and the on-resonance
muonium states, inducing transitions between the active
eigenstates ~i ) and j~). These transitions are observed as
a change in the LF polarization, detected as in Eq. (3.2).
The sum of counts in the F(B) counter under rf excita-
tion is given by Eq. (3.1), with G„(t) modified by the rf to
give the following time-integral equation:

&~„=N,'„J' "v„. "[1+A+A ~~[1 P,'J+(t)]I—dt,
(5.2)

where the indices Ii,j I have been introduced to general-
ize the rf response between any two eigenstates ~i ) and

IJ )~ A is the decay asymmetry in the absence of the rf
field, and 3,'f is the active asymmetry associated with the
resonant muonium state. In rf-pSR experiments the
quantity measured is A,z. An equation similar to Eq.
(5.2) but with P,'~'+(t) replaced by P J' (t) defines the in-
tegral counts in the absence of a rf field (N~&ti ). By sub-
stituting N~&ti from Eq. (5.2) [P,'J' (t) from Eq (5.1)] a.nd
the equivalent quantity N~&ti[P J' (t)=1] into Eq. (3.2)
and noting that the sum of counts with the rf on and off'

in the forward and backward counters approximately
equals 2&F and 2%~, respectively, it can be shown that
3, N+, and N~ drop out and one obtains a Lorentzian
line shape for the rf-induced asymmetry

E
'2

CO

0.08

E OO4

r 002'

0.00
1960 1980 2000 2020

Magnetic Field (G)

2040

FIG. 3. Example of the Mu+ signal used to measure the di-
amagnetic amplitude as a function of temperature in Si. This
particular resonance was detected in the P11 sample at 310 K,
with the oscillator frequency fixed at 27.1 MHz and a B& of
about 7 Cx, by varying the applied field from 1960 to 2040 Cx by
steps of 2.5 Cx.

ments is to use a fixed rf frequency and to sweep the
external field through the region of the desired resonance.
This is the mode we used to detect the lines associated
with the ionized Mu* and the Mu T states. However, en-
ergy levels for Mu zc have very weak field dependences in
the low-field region relevant to our studies. Thus it was
necessary to use a swept-frequency, fixed-field method to
detect resonances from this center. Typical rf-@SR data
are depicted in Figs. 3, 4, and 5 for Mu*, Mu T, and
Mu ~c, respectively. The amplitude as a function of field
or frequency is generated by combining the integral
counts in the forward and backward positron counters as
given in Eq. (3.2}. The signals are fitted to Eq. (5.4) to
yield the on-resonance amplitude, width, and resonant
frequency for each line. Additional analysis is then
necessary to extract the temperature dependence of the
normalized asymmetry for each muonium center.

The diamagnetic amplitude in Fig. 3 is measured in the
P11 sample at 310 K, with the oscillator frequency fixed
at 27.1 MHz and the applied field scanned around 2 kG.
An input rf power level of 250 W produces a B, of about
7 G inside the coil. At this rf field co, is of the order of
v„, so the on-resonance amplitude Az(0) depends on the
rf power. Therefore, for every separate experimental set
up (rf power, sample position, collimation, detector
geometry, etc. ) a calibration run was performed on a
CaCO& sample at room temperature to normalize the on-
resonance amplitude. The normalized Mu* asymmetry
in Si is then given by 0.80A &(0)/A ~ '(0), where 0.80
was obtained by comparing the CaCO3 asymmetry in a
weak TF to that of Al which is known to give the full ex-
perimental asymmetry. The filled circles in Figs. 6 and 7
show the normalized rf asymmetry for Mu as a function
of temperature for the eight samples studied in detail. As
long as 5~ is due only to lifetime and power broadening,
the normalized asymmetry will accurately represent the
fractional occupation of the diamagnetic state. For p-
type samples this is the case for all of the Mu* data up to
the temperature at which the diamagnetic amplitude
starts to drop. As discussed below this drop is due to an
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additional relaxation process associated with charge ex-
change, which introduces an extra broadening mecha-
nism.

Figure 4 shows the intratriplet MuT signal in the P13
sample at 10 K, as detected using a field scan around 90
G with a fixed frequency of 127 MHz. The field depen-
dence of the energy levels, i.e., the Breit-Rabi diagram,
for this system, displayed in the inset, consists of a trip-
let with an unequal field-dependent splitting and a singlet
separated in zero field from the triplet by the hyperfine
interval. The narrow central line results from the two-
photon transition l 1 )~l3). Since the properties of the
double quantum line are not needed to clarify the dynam-

FIG. 4. The intratriplet Mu~ signal as measured in the P13
sample at 10 K by a field scan around 90 G at a fixed frequency
of 127 MHz and a Bi of about 3 G. The three peaks are the
l»~l», l »~l», and 11)~12) transitions. Displayed in the
inset is the Breit-Rabi diagram that represent the hyperfine en-

ergy levels for isotropic muonium in Si as a function of the mag-
netic field. The hyperfine frequency of Mu in Si (A) is 2006.3
MHz.

ical model, we will not discuss it further in this paper, al-
though a description of it is found in Ref. 5. The lower
and upper lines correspond to the single-photon transi-
tions

l
2 )~ l

3 ) and
l

1 )~ l 2 ), respectively. For these
measurements the rf power is set to =50 %", which corre-
sponds to a 8 I of about 3 G. In this situation coI »2mv„,
and thus the signal is power broadened and saturated so
that the amplitude directly rejects the state occupation.
In a low external field ( =90 G) the singlet in the Breit-
Rabi diagram is isolated from the triplet by a very large
splitting, therefore the single-photon transitions

l
1 )~l4)

and l3)~l4) are at frequencies too high to be experi-
mentally observable. Furthermore half the asymmetry is
lost at low field because of the high-frequency oscillation
of the longitudinal polarization in the mixed spin state.
Taking into account this lost polarization and the unob-
served lines the MuT fractions shown in Fig. 6 for the
P13 and P14 samples by the dashed lines are given by
(4/3 )[A,f (0)+ Ag(0)]. The Mur signals in N13 and
%15 were too broad to measure with rf, and no searches
were made in the remaining samples. In the %13 sample
we have observed the MuT signal at higher frequencies
with a new microwave spectrometer. '

The Muac signal in Fig. 5 is measured in the %15
sample at 14 K and a fixed field of 105 G by scanning the

O.8- P
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0.0
Q 0.8

0.4

O.o

0.8

0 00

30 35 40 45
Frequency (MHz)

50

0.4

0.0
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FIG. 5. A typical MuBC resonance measured by a frequency
scan around 40 MHz with a fixed field of 105 G and a Bi of ap-
proximately 2 G. This resonance is from N15 and was taken at
14 K. It is necessary to use a swept-frequency fixed-field mode
to detect the Mu&c resonance because the energy levels have a
weak field dependence in the relevant region.

FIG. 6. Normalized rf amplitude for diamagnetic muonium
(filled circles), MuT (dashed line) and MuBc (dotted line). The
muonium amplitudes in P11 and P15 were not measured. The
solid line for P11 is the result of fitting to Eq. (6.1), while those
for the other samples were obtained by keeping the parameters
from P11 fixed and varying only the crystal axis and dopant
concentration and fitting the initial amplitudes.
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frequency around 40 MHz. The hyperfine energy-level
diagram for anisotropic Mu~c depends on the angle be-
tween the ( 111) symmetry axis and the applied magnetic
field. With the magnetic field directed along the [100]
axis the four possible ( 111) symmetry axes are
equivalent and at an angle of 54.7' with respect to the
field. Under these conditions the two lines at 35.7 and
41.2 MHz are the (1)~~2) and ~3)~~4) transitions. To
estimate the fraction of the Mul state in each sample
one has to account for the sample orientation, the lines
that are not observed, the asymmetry lost in the partially
mixed spin state, and the fact that these signals were not
always saturated. Due to the difficulty of correcting for
the unsaturated signals the absolute values of the Muzc
fraction shown in Fig. 6 for the P13 and P14 samples and
Fig. 7 for the N12, N13, and %15 samples by the dotted
lines are rather uncertain. However, these effects do not
change their temperature dependences since the relative
values are accurately determined. The MuBc signals in
P 11,P 15, and %14 were not measured.

Since Mur and MuBC are diamagnetic, they give
rf-@SR and ordinary @SR spectra similar to that of p+.
As a consequence, these two states cannot be dis-

0.8 . N1

n type

0,4'-

0.0

0.8 . N13
~ W

04 -,'

0.0 '

'e
08. N14

~ W

0.4-
E
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0.0
0 400
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200

FICs. 7. Normalized rf amplitude for diamagnetic muonium
(filled circles) and Muz~ (dotted line). The Muz signal for %13
and N15 was too broad to measure with rf-@SR, but in the case
of the %13 sample it was observed with microwave spectrome-
ter (Ref. 21). No other muonium amplitudes were measured.
The solid line for N15 is the result of fitting to Eq. (6.1), while
those for the other samples were obtained by keeping the pa-
rameters from P11 or %15 fixed and varying only the crystal
axis and dopant concentration and fitting the initial amplitudes.

tinguished spectroscopically. Instead we have used the
dynamic information obtained in this experiment along
with theoretical expectations to infer the relative contri-
butions of these two charged centers to the diamagnetic
amplitude.

VI. RESULTS AND DISCUSSION

The rf-induced asymmetry, which is the directly mea-
sured quantity experimentally, can be obtained quite gen-
erally by substituting Eq. (5.2) and the equivalent equa-
tion for N~&ti into Eq. (3.2) yielding

A&=g A&~[v„P,'~' (v )—v„P J'+(v&)],

where P,'J' (v„) and P,'J'+(v&) are the Laplace transforms
of the polarization with the rf off and on, respectively.
Under typical experimental conditions only one set of
spin states i,j from a single Mu center contribute to this
expression; however, the Laplace transforms associated
with that particular spectral line contain the full polariza-
tion history for all precursor states and transition paths.
A three-state strong collision model with ionization and
capture rates to describe the dynamics between the vari-
ous muonium centers in Si, as outlined in Sec. II, is used
to write integral rate equations that describe the time
evolution of polarization for each center (see Appendix
A). The specific muonium states which are included are
the two neutrals and a single charged state. This treat-
ment yields an analytical solution when the important
transitions are included. Only in a few samples, over a
narrow temperature range, are all four states relevant; for
these samples a four-state model will be more appropri-
ate. However, since the two ionized states display identi-
cal spin dynamics and only one of them is active in nearly
all circumstances, the three-state model does a satisfacto-
ry job of describing the behavior. All of the dynamic pa-
rameters quoted in this paper were obtained from a fit to
the rf-induced asymmetry for the diamagnetic signal.
Therefore, the rate equations were solved using Laplace
transform methods for the case where the diamagnetic
signal is on-resonance [P,+(t) =cost@,t; Eq. (5.1)]. The rf
data for Muzc and Mur along with longitudinal relaxa-
tion measurements for several samples were only used as
qualitative checks of overall consistency in assignments
of states and transition processes.

The Laplace transform of the diamagnetic polarization
is a function of the initial population of each state, the
transition rates for the processes included in the model
introduced in Sec. II, the strength of the rf field 8I, the
dephasing of the polarization in the precursor Music
state due to the anisotropic hyperfine interaction, and the
depolarization at high temperature due to the charge-
state cycle that involves Mur . Other possible depolari-
zation mechanisms are not accounted for in the present
model, but may affect the experimental results if the asso-
ciated rate is comparable to or faster than transitions out
of the depolarizing state. Such mechanisms are in fact
present for some of the n-type samples where the three-
state model is already poor, and are discussed qualitative-
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ly when dealing with those samples. The simplest
temperature-dependent rate expressions consistent with
our understanding of each transition process were used.
The e and h + capture processes at a single site were fit
using rates of the form v, =nvo. using the appropriate
free-carrier density, the mean thermal velocity for the
carriers, and the cross section for carrier capture by the
parent state. The equilibrium carrier concentration was
calculated as a function of temperature for each sample
using known parameters for the band gap, the dopant
ionization energy in Si, and the measured dopant concen-
tration. All transitions involving loss of electrons or a
site change were fit with a thermally activated rate, v; or
v, =p exp[ E Ik—T], where E is the ionization or activa-
tion energy. The anisotropic hyperfine interaction of
Muzc influences the spin dynamics in a way which
modifies the temperature dependence of the visible Mu*
fraction arising from the Muzc precursor. Thus these
efFects had to be modeled in order to make proper reac-
tion assignments and obtain correct dynamic parameters.
The effects of the anisotropic Mu~c spin dynamics on
the polarization of subsequent states are presented in Ap-
pendix 8. Finally, because of the hyperfine interaction,
cyclic charge exchange involving ionization of muonium

and subsequent electron capture leads to the loss of muon
polarization. At high temperature this charge cycle was
found to involve Mu~c+ and MuT . Although the
mechanism for the Mu~c+~MuT transition remains
unclear, we have chosen to describe this process with a
thermally activated capture rate v„=nu~ exp[ E—lkT ],
where ~ is the composite cross section and vibrational
prefactor and E is the activation energy. We make no as-
sumptions as to whether this represents two successive
transitions or a single complex process. The transition
from Mu~c to MuT in n-type samples is treated in a
similar manner.

The expression for the signal intensity, Eq. (6.1), with
the polarization of the ionized muonium signal obtained
from the three-state model described above was used to
fit ihe normalized on-resonance diamagnetic rf asym-
metry as a function of temperature between 10 and 500
K. In developing an interpretation of these results we
started with a sample where the states and transition
identities were well defined from earlier pSR experiments,
then treated dynamic parameters from this sample as
fixed in fitting or simulating the data from samples where
additional processes were observed but not yet identified.
We were eventually able to model all of the diamagnetic

TABLE II. Transitions identified for Mu in silicon along with the associated rf-@SR feature used in
fitting and modeling the resulting dynamic parameters. The transitions are discussed and their
identification numbers are defined in Sec. II. The procedure used in fitting the data is described in Sec.
VI.

Transition rf Feature Parameters

BC charge-state transitions:
3: MUBc ~MuBc +e

4: MuBc +h ~MuBc
6: MuBc +e +MuBc

P11 140 K

P13 50 K
N13'

p"+ ——3.1X10" s-'
PBC
EBc+ =0.22+0.01 eV
crBc+ =2.0X 10 ' crn

OBc =1 OX 10 ' cm

T charge-state transitions:
2: MuT +e —+Mur N15 50 K o =10X10 " cm

Site-change transitions:
1: Mur —+MuBc P11 270 K p, /Bc=9. 5 X 10 s

ETzBC =0 39+0.04 eV

Site-change and charge-state transitions:
7: MuBc++ e ~MuT

5: MuBc +e —+MuT

P11 to N14b

N15 340 K

N15 200 K

KBcyr = 1.2 X 10 cm
EBcpl =0.38+0.06 eV
K+ =0.7 X 10
EBcy T

=0.40+0.02 eV
KBcgz- —0.5 X 10 cm
EBcrz =0 34+0.01 eV

'The rf feature associated with this transition is the reduced amplitude of the Mu+ signal at room tem-
perature.
This transition is associated with the loss of the Mu+ amplitude seen in these samples at high ternpera-

ture. The thermally activated cross section listed in the table is the number used in the displayed
overall simulation. It is the average of the best-fit values for individual samples keeping the energy bar-
rier fixed at 0.38 eV. The high-temperature drop of the diamagnetic amplitude in N15 was fit indepen-
dently because, as was explained in the text, it can result from a similar processes as in the other sam-
ples but after a delay due to the higher n, or from the thermal loss of an electron by MuT
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TABLE III. A list of the initial amplitudes used in fitting the Mu+ signal.

P15 P14 P13 P11 N12 N13 N14 N15

MuT
Mugc 0

MuBC+ or MUT
const'

0.08'
0.52
0.20
0

0.07
0.50
0.33
0

0.26
0.44
0.04
O.OS

0.46
0.40
0
0.03

0.49
0.34
0
0

0.54
0.51
0.03
0

0.21
0.19'
0.11
0

0.17
0.69
0.24
0

'Since no data were obtained on this sample above room temperature, it is not possible to determine the
initial amplitude of MuT . The number 0.08 is used only to draw the solid line in Fig. 6.
The data taken on this sample are modeled without the charge-exchange cycle at the BC site, but with

an initial amplitude of MuBC which only forms MuT
'This is the fraction of muons stopped in the rf field but not in the Si samples.

data for Si with a single set of parameters by changing
only the dopant concentration and sample orientation
and varying the initial fractions; these are the solid
curves shown in Fig. 6 and 7. The results of this overall
fit are listed in Tables II and III; the samples used to ex-
tract the numbers associated with the various dynamic
parameters are specified. In the following discussion
each sample is treated in turn, transition process
identification are detailed, and a number of consistency
checks on state and process assignments are presented.

A. Intrinsic and p-type samples

We begin a detailed discussion of the data shown in
Fig. 6 with the most nearly intrinsic case, a well-
compensated slightly p-type sample (Pl 1). At low tem-
peratures only the states formed during the initial im-
plantation are observed. Approximately equal fractions
of Muzc and MuT are present, and the diamagnetic or
ionized fraction is essentially zero. As the temperature is
increased the first observed transition is indicated by the
sharp increase in the amplitude of the diamagnetic signal
near 140 K. This corresponds to ionization of Mu~c to
Muac+, whereby an electron is thermally promoted from
the BC(+/0) level to the conduction band, process (3) as
listed in Sec. II. This ionization process had been previ-
ously assigned based on the disappearance of the Muse
signals at essentially the same temperature in standard
TFTD pSR. Since the parent state MuBC has a highly
anisotropic hyperfine interaction the effective magnetic
field is in general not parallel to the applied field, and the
spin dynamics are orientation dependent. As a result, the
net polarization transferred to the ionized product has a
complicated temperature dependence which is treated in
Appendix B. Qualitatively, the anisotropy of MuBC is
reAected in the rf data from this ionization process as a
double step in the diamagnetic amplitude vs temperature
(see Fig. 9). For this particular sample the lower-
temperature step is well isolated from the MuT ioniza-
tion discussed below, while the higher-temperature step
overlaps this second ionization process. The component
of the muon polarization parallel to the effective field is
time independent and does not contribute to depolariza-
tion, hence formation of Music+ can be detected immedi-

ately. However, due to dephasing for the perpendicular
component, the ionization must be rapid compared to the
pSR frequencies of MuBc before the full signal from the
ionized final state can be observed. This is a consequence
of random transition times and the associated precession-
al phase of the initial state, similar to the lifetime
broadening and dephasing effects in TFTD methods. The
relative strength of the two steps depends on sample
orientation: for the (110)-oriented P1 1 sample the ratio
is about 4 to 1. When these anisotropy effects are proper-
ly modeled these data yield a best-fit energy value of
E&c+ =0.22 eV for ionization of Music, locating the po-
sition of the BC(+/0) level relative to the conduction-
band edge. We note that parameters from the older
TFTD data mentioned in Sec. II with an energy of 0.17
eV provide a visually satisfactory simulation for this pro-
cess. However, the rf-pSR data yield a fully independent
determination of this and other parameters. Further
comparisons with other measurements will be discussed
in below.

The second process to become active with increasing
temperature shows up as a gradual increase in the di-
amagnetic signal and is centered near 270 K, approxi-
mately where MuT is known to ionize from earlier
TFTD data. At room temperature most of the muons are
accounted for in the Mu* signal. Decay positron chan-
neling studies' have shown this to be a muon at the BC
site, implying a Mu~c+ final state based on the theoreti-
cal considerations discussed above. Within the dynamic
model of Sec. II the disappearance of MuT must then be
due to a site change as neutral Mu, listed as process (1).
However, since the rate for ionization at the BC site is
now very rapid the e is quickly lost and the intermedi-
ate Muzc state is not observed. Under these conditions
the site change will constitute the rate-limiting step for
the MuT ionization. The resulting best-fit energy pa-
rameter yields ETHIC=0. 39 eV for the T to BC site-
change barrier for Mu . Note that this is not just a
matter of fitting the region from 200 to 300 K by varying
the MuT site-change rate since the Muzc ionization
makes a contribution in this temperature region, as dis-
cussed in the preceding paragraph.

Above room temperature, cyclic electron capture and
ionization results in the loss of the Mu* signal. If one as-
sumes a fixed BC position during this cyclic e exchange,
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one cannot reproduce the observed rate of diamagnetic
signal loss with increasing temperature. All relevant pa-
rameters except for the capture cross section are known
from earlier data or other rf features, and their use in a
single-parameter fit forces a much slower loss of diamag-
netic intensity with increasing temperature. Simulations
using the larger hyperfine parameter and slower ioniza-
tion rate of Muz- in place of the Muse parameters leads
us to conclude that such a sharp drop can result if the
neutral center is Muz . Recent LF measurements also
identify a Muz- -like state as the active relaxing species
above 450 K, consistent with this conclusion. Further-
more, electron capture at the BC site is unlikely to lead to
a site change because the barrier for Mu to return to the
T site is larger than the 0.39-eV T—+BC barrier by 6,
theoretically estimated to be a few tenths of an eV, '

yielding a rather slow transition rate. In contrast, the
Mu~c ionization rate becomes very rapid at these tem-
peratures, completely dominating any other route out of
Muac for p-type samples. A direct transition from
Muse+ to Muz [process (7)] is therefore required, la-
beled in our notation as 'activated capture or a composite
site-change-electron-capture process. A fit to the P11
data yields an energy parameter of Sac&z =0.38 eV with
roughly 1S% errors. The composite cross section and vi-
brational prefactor (~zz&&) used in the displayed overall
fit is an average of best-fit values for individual samples
keeping this barrier fixed. These data imply a site change
as part of the onset of the high-temperature charge cycle,
but do not directly characterize the processes involved
above roughly 450 K where essentially all of the longitu-
dinal depolarization data on this cycle were obtained.

We now discuss results for the more heavily doped p-
type Si:B samples P13 and P14 (Fig. 6). Two additional
features appear at low temperature: the initial diamag-
netic fraction increases with the dopant concentration,
and another step appears at about 50 K. The increase in
initial diamagnetic amplitude is attributed to ionization
of the B dopants from thermalization of the energetic p+
during implantation. A possible interpretation is that the
increased density and capture of excess holes within the
stopping spur simply reduces the Mu formation proba-
bility in favor of Muac . However, when initial-state
fractions produced by the fit are compared with the P11
sample, it is obvious that the increase in diamagnetic am-
plitude comes at the expense of Muz . It is also clear
that Muz remains the prompt state since the Muz rf
signal in the P14 sample, the dashed line in Fig. 6, is still
quite strong at low temperatures. The rf sensitivity al-
lows a range of relatively fast reaction times for which
both states, the prompt Muz and delayed Muse+, are
visible in the time-integral measurement. The precise na-
ture of this low-temperature diamagnetic state and the re-
action sequence leading to it are not yet clear. The pro-
cess may involve an interaction between the rapidly
diffusing Muz and the boron dopants. One possibility is
the reaction Muz +8 ~Muac++8 . If Mu&
diffusion is sufFiciently slowed by the strain field associat-
ed with the impurity, then the final BC position should
not be far from the boron as a result of such a process. If
the muon were to end up next to the boron, the result

would be the illusive muonium analog of the hydrogen-
boron passivation complex. '

The second feature, the increase in the amplitude at 50
K, occurs in the temperature region where the B impuri-
ties ionize. Because of the rapid growth in h + concentra-
tion with increasing temperature from such acceptor ion-
ization, the 50-K increase in Mu rf-pSR signal intensity
is assigned to hole capture by Muac, or process (4).
Adding this transition to the model yields a single extra
parameter, oac+ representing the cross section for h+
capture by Mu~c . When fitting the rf data for the P13
sample the ionization and site-change parameters were
fixed to values obtained from the P11 sample, while the
initial-state fractions were allowed to vary along with
cra~c+. The cross section (era~&+) was then also fixed for
the P14 sample to the P13 value. This procedure satis-
factorily reproduces observed features analogous to those
in the P11 sample as well as the step at 50 K. We then
checked for consistency by including the hole capture
process for P11, and no visible step was produced at 50 K
for that sample because of the low hole concentration.
Note that both the thermal ionization of Muac and hole
capture process described above will produce two steps in
the recovered diamagnetic amplitude since the Muac
parent state is responsible in both cases. For the P13 and
P14 samples the Muzc ~Muse+ state change is due to a
combination of h+ capture and electron thermal ioniza-
tion. The P14 sample has a (100) orientation, which
modifies the two steps as compared to that discussed for
P11, yielding two components of equal strength showing
up at 50 and 200 K. The P14 Muz- fraction is almost en-
tirely converted to a diamagnetic state by the very fast in-
teractions with acceptors discussed above. These interac-
tions are visible in the rf data as the increased initial
(low-temperature) diamagnetic fraction. Only the very
small increase above 200 K in the P14 data is related to
the site change and ionization processes (1) and (3) as as-
signed for the initial Muz fraction in P11.

In order to double check our identification of the 50-K
features in the doped materials, we examined two samples
with other dopants having difFerent acceptor levels, Ga
and In which are located at 72 and 160 meV above the
valence-band edge as compared to 44.5 meV for B in Si.
In each case the expected shift of the step associated with
acceptor ionization and h + capture was observed,
confirming this process as involving thermal ionization of
the acceptor hole. Figure 6 shows the low-temperature
rf-pSR data and calculated curve for the Muse+ state in
the Ga-doped sample P15. The shift of the dopant ion-
ization and subsequent Muaz +h+~Muzc+ hole cap-
ture process (4) to higher temperatures with increasing
hole ionization energy is clearly displayed.

Above room temperature all of the p-type samples
show a rapid decrease in diamagnetic amplitude with in-
creasing temperature. Comparison of the heavily doped
sample P14 with the nearly intrinsic P11 clearly indicates
a shift in the temperature at which the drop begins. The
shift to higher temperatures for more heavily doped p-
type samples implies that the charge-exchange cycle in-
volves conduction electrons rather than holes, reinforcing
similar evidence from LF data' on doped samples.
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B. The n-type samples

Data on n-type samples are considerably more compli-
cated than for the p-type cases just discussed because a
fourth state, MuT, becomes important. The presence of
MuT implies that several additional transition processes
may also become active, specifically (2), (5), and (8) from
the list in Sec. II. The data on n-type samples below
room temperature are also modified by extra depolariza-
tion mechanisms; these are spin-flip scattering of conduc-
tion electrons from neutral muonium centers and a low-
temperature charge-state cycle at the individual BC site,
none of which are important in p-type materials. All of
the processes we observed in the p-type samples are still
present, although their effective temperature ranges are
shifted by the change in extrinsic carrier type and the as-
sociated increase in e capture rates. One should again
note that for n-type samples the Fermi level lies above
both muonium levels in the gap, so that the equilibrium
populations favor MuT and MuBc at the respective
sites, as opposed to MuT and Muac+ for intrinsic and
p-type materials.

A detailed discussion of the n-type samples begins with
the phosphorous-doped sample N15 (Fig. 7), from which
most of the additional dynamic parameters were derived.
Starting from the lowest temperatures, the relatively high
initial diamagnetic amplitude is attributed to the ioniza-
tion of P dopants during thermalization of the energetic
p+ in a rapid carrier capture process similar to that dis-
cussed for the p-type samples. Either two electrons are
captured during the initial stopping processes, or a slight-
ly delayed interaction between the highly mobile Muz
and P results in exchange of an electron yielding P+ and
MuT

The next visible feature with rising temperature is the
increase in diamagnetic amplitude at 50 K, correspond-
ing to the temperature at which P thermally ionizes. The
P donor level is located at 45.5 me V below the
conduction-band edge. The 50-K feature is thus attribut-
ed to electron capture by Muz. , listed as process (2). Fit-
ting this step yields o.z, the cross section for electron
capture by MuT . The data and process modeling indi-
cate that above 100 K essentially all of the initial MuT
fraction has formed MuT for this sample. Even though
the drop in Muzc amplitude at 50 K, the dotted line for
X15 in Fig. 7, appears to be correlated with the increase
in the diamagnetic signal strength, LF depolarization
measurements in this sample demonstrate that the neu-
tral BC center remains present up to roughly 200 K.
However, it is involved in spin-flip scattering of conduc-
tion electrons giving rise to significant relaxation of the
muon spin polarization. Therefore, the loss of the MuBc
signal in the rf-pSR data is due to depolarization arising
from this spin-flip scattering rather than a change in the
muonium state. Specifically, this scattering is a spin-
exchange process in which the muonium electron spin
and a conduction electron flip flop. The change of the
Mu electron-spin state is subsequently transferred to the
muon via the hyperfine interaction, resulting in loss of
muon polarization in a manner very similar to that for
the rapid e capture-ionization charge-exchange cycle at

higher temperatures. The primary effect of this scatter-
ing process is loss of the Music signal at low tempera-
ture. Even if MuBC were to thermally ionize with the e
promoted to the conduction band, it will immediately re-
capture another e and return to the BC neutral state
[process (6)] because of the high e density. The result-
ing very short-lived Muzc+ state will not show up in the
diamagnetic signal. The only effect of a charge-exchange
cycle at the BC site on the rf-pSR data at high donor
concentrations is an additional increase in the depolariza-
tion rate for Muse . Such rate changes associated with
ionization of Muac are indeed observed in LF relaxation
data on several n-type samples.

The sharp step at 200 K is assigned to a BC to T site
change which takes place su%ciently rapidly at these
temperatures so that the polarization from the Music
parent is maintained. %'e have identified this as a com-
bined electron capture and site change leading to MuT
i.e., process (5), and obtained an energy parameter
(Ez~z&r) of 0.34+0.01 eV for the process. N15 is a
( 100)-oriented sample; therefore, only the half of MuBc
polarization parallel to the effective field is recovered in
the Mur signal. The other half, which normally would
be recovered at higher temperature, overlaps with the
drop in signal related to the high-temperature electron
exchange cycle. In all the n-type samples at su%ciently
high temperatures the diamagnetic state appears to be
Mu~c as in intrinsic and p-type materials. It is possible
to obtain rough estimates of the temperature at which the
identity of the diamagnetic state switches for each sample
by comparing the electron-capture rate by Muz- to the
rate for the T~BC site change and subsequent ioniza-
tion to MuBC (a comparison for N13 is shown in Fig. 8
and discussed below). This temperature is found to be
around 350 K for %15. Because Muz is present in this
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FIG. 8. Rate comparison for the electron-capture vs site-
change transitions out of Muz for N13. When the T—+BC site
change dominates, the diamagnetic state from the initial MuT
fraction becomes Mu&c+ rather than MuT . Similar compar-
isons for other samples and transitions were used to verify state
and transition assignments.
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sample to above room temperature, the temperature at
which the diamagnetic amplitude begins to decrease is
higher than for sample %14. This reverses the observed
trend for lower donor concentrations that the tempera-
ture at which the diamagnetic amplitude drops decreases
as the donor concentration increases and raises some
questions as to whether the controlling process is identi-
cal or not. The systematics of this amplitude drop in the
n-type samples will be discussed in more detail after ex-
amining the lower-temperature behavior in each sample.

The temperature dependence of the normalized di-
amagnetic asymmetry measured in a more heavily P-
doped sample %16 is very similar to the %15 data, with
the exception of a broader plateau around room tempera-
ture. This is consistent with the fact that heavier n-type
doping increases the transition rate to MuT [processes
(2) and (5)]. Because of the heavy doping the rf heating of
this sample was a serious problem, resulting in a large un-
certainty in the measured temperature. The%16 data are
therefore omitted from Fig. 7.

We now discuss the two intermediate concentration n-
type samples, N13 and N14 (Fig. 7). For both samples
the rise in the diamagnetic signal strength at 50 K is asso-
ciated with donor ionization and subsequent capture of
an electron by the MuT state to form MuT . The %13
and %14 data are reproduced quite accurately in this re-
gion using the parameters from %15. Simulations using
the parameters extracted from the Muac to MuT ac-
tivated capture process for %15 identify the step just
above 200 K in N14 and the initial part of the rise in %13
as due to the same source: process (5), the combined
BC~T site change and e capture. Above about 250 K
in %13 the remaining increase in the diamagnetic signal
is assigned to the T~BC site change for Mu followed
by ionization; the same process as for the near intrinsic
and p-type samples. Comparison of the rates for the two
competing MuT loss routes, process (2) and processes (1)
and (3), using the N 15 parameters yields the change in di-
amagnetic state for N13 near 250 K (see Fig. 8). Also, at
roughly 250 K the slope of the Mu* amplitude versus
temperature changes for %13, this is taken to indicate a
change in the identity of the ionized state from predorn-
inantly MuT at lower temperatures to primarily Mu&c+
at higher temperatures.

The spin-exchange scattering process discussed in con-
nection with %15 will remain active at lower electron
concentrations. The resulting Muac depolarization is
seen as a decreasing amplitude and a broader linewidth of
the rf signal from that state below the Music ionization
temperature. As mentioned above, LF data for %13 and
%14 confirm the presence of this process, and show a rap-
id increase in the polarization loss rate when the BC state
ionizes between 140 and 160 K. The increased depolar-
ization due to charge exchange at the BC site [processes
(3) and (6)] reduces the rf amplitude for the diamagnetic
signal in %13, providing a rough value for the electron
capture cross section at the BC site o.BC . Charge ex-
change at the BC site is more important in the n than in
the p-type samples as a consequence of the much faster
electron-capture rate, again confirming an e rather than
a h process. In %14 the maximum amplitude of the ob-

served Mu* state is the lowest of any sample we exam-
ined. We attribute this to a combination of spin-
exchange scattering of conduction electrons from Muse
(above 50 K), cyclic charge exchange at the BC site
(above 150 K), and the high-temperature charge-
exchange cycle involving MuT which for this sample sets
in just below room temperature. The LF relaxation rates
confirm the presence of each of these processes. A full
quantitative treatment of the data on these intermediate
concentration n-type samples requires a four-state model
with all of the depolarization processes properly includ-
ed. Qualitatively, the important contributions are
identified by the present incomplete treatment.

Finally we turn to the low-temperature data for the
remaining case %12, which is the most nearly intrinsic of
the n-type samples (Fig. 7). All of the features in the N12
data arise from the same transitions as for the near intrin-
sic p-type sample P11. With the exception of the Mu~c
ionization step just above 150 K, parameters taken from
P11 do a reasonable job reproducing the %12 data. The
most glaring problem with the whole set of data as relat-
ed to our model occurs for the Muzc ionization step in
this sample. The solid line, which represents the results
for our model with parameters extracted from the P11
sample, clearly does not reproduce the data from 150 to
230 K. The rf-JUSTE amplitude of the Mu~c state does
drop abruptly near 150 K as expected for the ionization
process. We attempted unsuccessfully to model the 30-K
offset between the temperature at which Muac ionizes in
the p-doped samples and the recovered Mu* signal in
%12 by using a charge-exchange cycle at the BC site. A
capture cross section sufficiently large to reproduce the
observed temperature shift and slope results in very rapid
depolarization and essentially zero amplitude for the rf
signal as well. Inclusion of another depolarization mech-
anism in addition to transitions between states will solve
this difficultly; however, such a treatment is beyond the
present model. Spin-exchange scattering by conduction
electrons provides such a mechanism, but the few LF re-
laxation data points we have for this sample suggest that
the rates may be too small to fully account for the ob-
served effects.

The high-temperature charge cycle in the %12, N13,
and %14 samples has been assigned to the same complex
set of transitions identified for the p-type materials. The
drop in the diamagnetic amplitude is assigned to the
MuBc ~MuT activated-capture process (7) described
earlier. The decrease in amplitude for these samples was
modeled using the parameters from P11 along with the
appropriate carrier densities, which satisfactorily repro-
duces both the shifts in onset temperature and the
changes in slope. Up to %14 the shift is to lower temper-
ature compared to P11, consistent with the previous con-
clusion that the charge exchange involves conduction
electrons. Simulating the high-temperature drop in the
n-type data up to %14 by using the P11 parameters is
also consistent with the change in the diamagnetic charge
state from mainly MuT to mostly MuBc+ occurring
below the temperature at which charge exchange be-
comes active. The shift of the drop in the amplitude to
higher temperature for %15 and %16 compared to the
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lower concentration samples can result either from de-
layed access to the Mu~c+ state because the capture rate
to MuT is faster than the ionization rate, or from a
large energy parameter to describe the thermal loss of an
electron by MuT, i.e., the depth of the Mur(0/ —

) ener-

gy level below the conduction band. Assuming delayed
formation of Muzc+, and independently fitting this
feature for the %15 sample, yields an energy barrier of
EBctT 0.40+0.02 eV and KpgyT =0.7 X 10 " cm
This energy is consistent with the value of E~~~T from
P11 and the shift of the drop in amplitude to higher tem-
perature produces the small value of ~zz&~ rejecting de-
layed formation of MuBC in this interpretation. If the
drop results from the breakup of MuT and subsequent
charge exchange then, based on the fit result and ob-
served stability of Muz-, an estimate of the energy pa-
rameter places the T(0/ ) level—deeper than 0.4 eV rela-
tive to the conduction-band edge. Since all possible reac-
tion paths are not included in the current model, resolu-
tion of this important issue must await the development
of a more complete theoretical model and reanalysis of
the data, as well as additional measurements of inter-
mediate and heavily doped n-type samples. In Fig. 7,
Table II, and Table III we display results obtained from
modeling the n-type data.

In attempting to find a single set of parameters that de-
scribe the muonium dynamics in all the samples, we have
examined the data from each sample by freeing either the
prefactors or energies to improve the individual fit.
While this procedure improves Figs. 6 and 7, we selected
a single set of parameters (Table II) that satisfactorily
reproduce all of the features. Most parameters are from
P11 and %15 because the features and corresponding
transitions are well separated in these samples, and the
resulting parameters are reasonably well determined.
The main adjustment made to parameters obtained from
these two samples was for the activated capture part of
the high-temperature charge cycle. For that specific
transition for all samples except %15 we used ~~&&z,
which is an average of values obtained in individual sam-
ple fits with the barrier fixed to the P11 value. Two addi-
tional capture cross sections were derived from data on
other samples since the two primary ones were insensitive
to those processes. The three-state model and the param-
eter selection procedure described above work very well
for the p-type samples. In modified form with MuT in
place of MuBC+, this treatment also works satisfactorily
for the more heavily doped n-type samples at low temper-
atures. All four states are involved in the n-type samples,
with maximum overlap of the two charged states occur-
ring for intermediate electron densities. The presence of
extra depolarization mechanisms in n-type samples fur-
ther complicates the model. Nevertheless, the three-state
model describes the N15 data below room temperature
very well because only three states are present, MuT
and the two paramagnetic states. The more complete
four-state model will be required to describe fully the dy-
namics particularly in n-type material. Before such a
model can be implemented it is crucial to understand the
details of the switch in diamagnetic state identity and the

formation of initial fractions. This problem is made more
dificult by the fact that MuT and MuBc+ produce the
same rf-pSR and conventional pSR signals. While longi-
tudinal relaxation data provide some help as a consisten-
cy check, the two ionized states still cannot be separated.
An experimental check of ionization assignments in the
n-type samples may soon be possible using the microwave
spectrometer ' to measure the temperature dependence of
the MuT and Mu~c amplitudes. With the higher mi-
crowave frequencies, spectral lines from MuBC are less
sensitive to the spin-Hip scattering, which causes severe
broadening in the current rf data for higher doping levels.
The MuT signals have so far been observed in n-type
samples only at microwave frequencies.

C. Identification of ionized states
and transition processes

The question of detailed Mu* identifications were de-
ferred at several points in the preceding discussion. The
starting point in these state assignments involve general
qualitative arguments regarding parent states and expect-
ed transitions under various conditions of carrier densi-
ties and temperature. Following tentative state and tran-
sition assignments, dynamic parameters were extracted
and compared for several samples. Changes in slopes or
other identifiable features in the data were used as a guide
in determining where the charged state might change or
where there was a change in the active transition. Final-
ly, comparison of relative rates for competing transitions
out of a given state using the extracted parameters were
used to check for consistency in the overall model.
Tables II and III provide a full listing of the parameters
used to produce the solid curves in Figs. 6 and 7. This set
was selected to give the best overall fit to the full data set
rather than to provide the best parameters for any given
sample or transition process.

In n-type samples a rate comparison for
MuT —+MuT and MuT ~MuBC helps identify the
Mu to Mu+ crossover point for ionized states arising
from the MuT precursor. The T to BC site change leads
quickly to MuBC+ with some polarization loss from the
BC(+/0) charge cycle. The temperature at which these
two rates cross is a lower limit on the Mu to Mu+ di-
amagnetic state crossover point. Figure 8 displays this
rate comparison for the 1V13 sample. The rate for the site
change dominates above 240 or 250 K, consistent with
our assignment of the charged-state switch point to the
slope change at 250 K in the %13 data (see Fig. 7). Simi-
lar comparisons of relative rates were carried out for each
n-type sample to verify ionized state identity, and were
also used to check the transition assignments. These con-
sistency checks indicate that the overall model holds to-
gether very well. Because a number of the energy param-
eters have very similar values, rate checks on the most
likely transition paths proved to be an extremely valuable
identification tool for matching observed features with
the responsible processes.
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VII. CQMPARISQN TD H DYNAMICS

Since muonium and hydrogen form many of the same
defects in semiconductors, a comparison of our results for
the Mu dynamics with the few existing measurements for
isolated H in Si is pertinent. One can expect that purely
electronic transitions should have nearly identical energy
parameters for these essentially identical defects. Values
for energy barriers to motion of the nuclei (proton or
muon) are expected to be lower for Mu than for H under-
going the same motion due to the mass differences and re-
sulting increase in zero-point kinetic energy for Mu.
There are only a few experimental energy measurements
for H which are directly comparable. All involve HBC,
which is the only isolated H impurity directly observed
and unambiguously identified.

The E3' deep-level transient spectroscopy (DLTS) line
has been identified with the hydrogen BC(+/0) energy
level and the depth below the conduction-band edge mea-
sured at 0. 164+0.011 eV. This number agrees very
well with the 0. 168+0.013 eV value extracted from the
Tz ' measurements on Mu some years ago. The rf-pSR
number obtained from the P11 data is somewhat higher
at 0.22+0.01 eV, with the error obtained assuming no
parameter correlations; a more realistic error is roughly
three times larger. We have already noted that the ear-
lier pSR parameters give a good simulation of the rf re-
sults for this transition, however, proper inclusion of the
anisotropic spin dynamics in the subsequent fitting in-
creased the ionization energy to the value reported here.
The recoverable loss of the intensity of the 2 29 electron
paramagnetic resonance (EPR) spectrum from HBC (Ref.
11) has also been reproduced using the DLTS ionization
parameters. With an increased error estimate for the
current muoniurn rf results, all of these measurements
come close to overlapping. It would thus seem appropri-
ate to accept the two closely agreeing H and Mu values as
the best determination of this level depth.

The other two energy parameters available from the
hydrogen work are for the processes we identify as ac-
tivated capture or combined e capture and BC to T site
changes. These transitions lead from Hzc+ to H~ and
from Hac to Hr in the dynamic model we have
developed from the Mu results. For the Muzc+ —+Muz
transition [process (7)] we obtain an energy of
EBC/ y =0.38+0.06 eV from the charge cycle in the P 1 1

sample. For the analogous H transition a value of
0.44+0.01 eV was reported from the DLTS work, and
0.48+0.04 eV was obtained from the EPR studies.
Both of the H numbers come from annealing studies and
rely on establishing equilibrium over a time frame ( =300
s) about eight orders of magnitude longer than the few-ps
time scale of the nonequilibrium @SR measurements.
These values are consistent with the expected increase in
barrier height for H motions relative to barriers for the
lighter Mu as a consequence of their different zero-point
energies.

The other activated capture transition Muzc ~Muz
[process (5)] poses a more complicated comparison prob-
lern. The Mu data come from the 200-K step in the n-
type samples which does not permit a clean determina-

tion of the actual barrier due to complications arising
from the rapid depolarization of the MuBc parent state
from spin-Qip scattering of conduction electrons. This
will result in an overestimate of the true barrier, unless
the depolarization rates are properly included in the
model, which was not possible using our analytical treat-
ment. Further, LF relaxation data, from which the depo-
larization rates could be extracted, are not complete; thus
only estimates are available for most samples. The Mu
and H measurements yield Ezc»=0.34+0.01 eV from
the rf-pSR data as compared to 0.293+0.003 eV from
DLTS annealing curves for 'H and 0.30+0.01 eV for H
when the prefactors are forced to have the proper ratio.
Since the depolarization effects in the Mu data would
lower the 0.34-eV value, these numbers appear to be in
fairly good agreement. Assuming that the potential wells
within which the BC species reside have the same shapes
in all cases (H vs Mu as well as neutral vs positive charge
states) the H —Mu barrier differences should be very
similar for these two BC—+ T activated-capture site-
change transitions, i.e., processes (7) and (5).

The overall agreement of the Mu and H measurements
of these energy parameters when expected real differences
are taken into account appears to be quite good. The
rnuonium results presented here help to clarify the hydro-
gen data and verify the general picture and transition as-
signments arrived at from the DLTS and EPR annealing
studies. This general agreement of MuBc and Hzc dy-
namic behavior implies that there should be similar
agreement with respect to the remaining states and tran-
sitions, none of which have been directly observed for hy-
drogen. The full dynamic model developed as a result of
the LF relaxation and rf-@SR studies of the muonium
analog of isolated H impurities in silicon should be at
least qualitatively correct for hydrogen. One of the im-
portant consequences of this work should be a caution to
researchers working on hydrogen diffusion and other dy-
namic properties that a complicated set of state changes
are active on short-time scales within the temperature
range usually investigated. Results which are implicitly
based on an assumption of a single diffusing hydrogen
state, without consideration of possible involvement of
other sites or charge states, should be reexamined on the
basis of this more complete dynamic model.

VIII. CQNCLUSIGNS

We have investigated the dynamics of muonium site
and charge-state transitions in silicon using rf-pSR tech-
niques supplemented by longitudinal depolarization mea-
surements. Data from the rf-pSR studies of five p-type
and five n-type samples have led to the development of a
quantitative dynamic model of the behavior of Mu in Si.
Dynamic parameters are obtained for most of the transi-
tions. Parameters from fits to single samples particularly
sensitive to each process provide an excellent simulation
of the data for all other samples spanning a broad range
of doping concentrations. Comparisons of the relative
rates for competing transitions verify that our process as-
signments are fully consistent. Inclusion of transitions
not observed in a given sample show that the related
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features should not appear. These checks provide strong
evidence that the overall model is self-consistent and that
the process assignments are correct. The addition of a
Mu state and its transitions together with the extra
depolarization mechanism involving conduction electrons
make the interpretation of the data for n-type samples
considerably more complex than for the p-type ones. The
results of longitudinal relaxation measurements were
used in addition to the rf-pSR measurements to qualita-
tively understand the n-type data and to help identify or
verify transition processes. The final result is a complete
dynamic model for isolated Mu impurities in Si with an
initial set of parameters for all but one of the relevant
transition processes. The remaining undetermined ener-

gy parameter would locate the T(0/ )ene—rgy level rela-
tive to the conduction-band edge. Based on the observed
stability of Muz- in heavily doped n-type samples, a very
crude estimate places this level deeper than approximate-
ly 0.4 eV, which would support arguments in favor of Mu
or H forming a negative-U system in silicon.

The overall dynamic model is expected to be at least
qualitatively correct for hydrogen impurities in silicon, as
well as for muonium, and provides semiquantitative in-
formation about H dynamics. Comparison of our param-
eters for Mu transition processes with the few analogous
measurements for hydrogen show quite good agreement
when expected real differences related to zero-point ener-
gies are taken into account. These data show that a com-
plicated set of site changes and charge-state transitions
are active on a very short-time scale compared to mea-
surement times for most experimental determinations of
di6'usion-related parameters for hydrogen. This in turn
implies that assumptions of a single di8'using hydrogen
state need to be reexamined in interpreting much of the
existing H data.
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and Fig. 1(c) are as follows.
V

Process (1): Mur ~Muse: va pT/Bcexp[ &'T/Bc/
kT] is the site change rate.

0 l
Process (3): Muse ~M sc +e, : v pBc

X exp[ EB—/c+ /kT ] is the ionization rate.
V

Process (6): MuBc++e, ~Muse . v, =n, u, o'ac
the rate of electron capture at the BC site.

Process (7): MuBc +e ~Mu r: v " u xac/r
Xexp[ —EBC/rlkT] is the activated capture rate.

The transition from Muzc to Mu~ can be ignored be-
cause the reaction rate is much slower than v;. Also, the
transition from Muz to MuBC+ can be ignored since its
rate is much smaller than v, . Simple electron capture at
the BC site [process (6)] followed by ionization [process
(3)] was found to be an inefficient depolarization mecha-
nism that could not reproduce the sharp drop in the rf
asymmetry observed at high temperature. This results
from the fast ionization rate and small hyperfine'parame-
ter of Mu~z . To fit this drop it was necessary to include
Mu~ in the charge-exchange cycle and to introduce the
activated-capture transition [process (7)]. While process
(6) was ignored for the p-type samples it is needed to
model n-type data because of the high electron density
and fast capture rate. Finally, hole capture by Muac
[process (4)] had to be included to describe the feature at
50 K in p-type samples. This was achieved in the model
by adding the hole capture rate to the ionization rate v;.

Al

Process (4): Muse +h ~Muse: v, =nquqoac is0 + c +. h 0/+

the hole capture rate at the BC site.
As shown above and discussed in Sec. VI, very simple

temperature-dependent expressions are used for the vari-
ous transition rates. p, E, o., and ~ are the vibrational
prefactor, energy, capture cross section, and composite
site-change —electron-capture cross section for the ap-
propriate transition, and n, and u, (nz and uz) are the
carrier density and mean thermal velocity for electrons
(holes).

The following integral rate equations describe the time
Muse+

evolution of polarization for the three states. P0
MuBc Mu&P0, and I'0 are the polarization at low tempera-

ture (T=O) in each of the prompt states:

APPENDIX A: THK THREE-STATE
STRONG COLLISIONAL MODEL

yt M M

0

—(V +V )(t —7)

The muonium states in p-type samples are

MuB&, Mu&c and Mu+ 0 0

Processes involving the Music+ state discussed in Sec. II

Mu&cG (r) is the time evolution of the polarization
while in the Muac+ state; it is equal to costa, t on reso-
nance and unity far ofF resonance:
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0 Mu Mu —v t MU MU

0

Mu 0 Mu 0

0
0

G (t) is obtained from the anisotropic Muse spin dynamics discussed in Appendix B:
Mu Mu —v t M +

0

(A2)

(A3)

The factor a represents the fraction of the Muz- polarization retained in the direction of the applied field due to the
oscillation of the mixed state. If the lifetime of the MuT state is long compared to the period of the hyperfine oscilla-
tion (which is true in our case) then a= 1 —

a&~, where a24 is the muonium precession amplitude for the 2 —4 transition.
In the high-field limit a24 = —,'(coo/e, ); coo is the Mur hyperfine frequency and co, is the precession frequency of isolat-
ed electrons; a =0.94 at 2 kG.

Laplace transforms of the polarization are

+
P Bc (s)

+ Mu 0 Mu 0 Va
p BC + p BC +p T

0
Va

—MUBC
v, G (s+u, )

G (s+v, +v„), (A4)
Va V~~CX

1 — v, +
S+Va

—Mu —MU
v;G (s+v, +v„)G (s+v;)

—Mu

S+Va
0 Mu —Mu —MU —MQp BC( )

—[p BC +p™BC( ) +p T
( ) ]G

(A5)

(A6)

Equation (A4) is then substituted into Eq. (6.1) and
evaluated with s =v„ to fit the rf asymmetry for the di-
amagnetic signal.

Processes involving the MuT state are discussed in
Sec. II and Fig. 1(c). Two processes lead to the formation
of MuT

Process (2): MuT +e, ~MuT v, =.n, u, o T is
the rate of electron capture by MuT to form MuT

Process (5): MuBC +e, ~MuT . v,, =n, u, ~BC&T

Xexp[ EB~&&z /kT] is—the activated capture rate.

MuT is present in n-type samples at low temperature.
Since under the present experimental conditions the two
charge states behave identically one can replace the
Muse state by Muso+/Muz [Fig. 1(c)]. By modifying
the above equations to include the transition from MuT
to MuBc+/Muz, process (2), and replacing the transi-
tion rate for process (3) by the rate for process (5), and
since the charge state is negative setting v, to 0, it is pos-
sible to fit and model the data for the n-type samples at
low temperature.

Finally, the states and transitions used to describe the
p-type data apply at high temperature to the n-type ma-
terial up to %14. At elevated temperature the MuT
state does not form because the rate leading to Muzc+
becomes faster than the transition rate to MuT . The
temperature at which the change from mainly MuT to
mostly Mugc+ takes p1ace depends on the dopant con-
centration, with maximum overlap of the two charged

states occurring for intermediate electron densities. This
treatment of the n-type data with a modified three-state
model works well for the heavily doped samples like %15
below room temperature from which most of the dynam-
ic parameters relating to the MuT charge state were ob-
tained. An important question remains concerning the
role of thermal loss of an electron from MuT, process
(8), in controlling the shift to higher temperatures for the
drop in diamagnetic signal am. plitude for highly doped
n-type samples. Resolution of this question depends on
the development of a more complete four-state model
that will describe muonium dynamics in the n-type ma-
terial.

APPENDIX B: EFFECTIVE-FIEI,D
CAI.CUI.ATIGN

A dynamic calculation for the muon spin polarization
using either the three- or four-state model requires evalu-
ation of the spin dynamics in a highly anisotropic
paramagnetic state. Specifically these models need the
polarization transferred in the transition
Muac ~Muz&+ which occurs around 120—160 K. Also,
as implantation at low temperatures equally populates
each of the available (111)Muse sites, an appropriately
weighted sum of these must be properly folded into the
theory for an arbitrary field direction.

Such a calculation is greatly simplified when the exter-
nal field strength is such that the electron Zeeman in-
teraction dominates all other terms in the spin Hamil-
tonian. In these circumstances, the evolution of the
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muon spin polarization is a sum of three processes, two of
which dominate. Specifically, about half the polarization
precesses in an effective field generated by the up elec-
trons, half precesses in a second effective field imposed by
the down electrons, and a third very small component os-
cillates at the electronic Larmor frequency. Because
essentially all of the polarization is accounted for by the
precession in these effective fields, it is sufticient to deal
only with the first two components. A detailed deriva-
tion of all the terms is given in Ref. 25, with a prelimi-
nary discussion in Ref. 26.

In the absence of a transition, the prompt Mu~c at a
site along one of the four structurally equivalent & 111&

axes defines, with respect to the external field, an angle
and an occupation fraction 8J and fz, respectively. For
each 8 the detected muon polarization will consist of
terms resulting from the two distinct precession patterns,
caused by the effective field from the up (i.e., parallel to
the external field) and down muonium electrons. The
strength of these effective fields in units of y„are co~~ and
cot~, and are directed along polar angles Bt~(8 ) and

I

B„J(8 ) with respect to the z axis.
The z component of the polarization is detected in the

rf pSR experiment, and the initial polarization is also
along z. For a given effective-field orientation the muon's
polarization for a prompt MuBC state is then given by

Mu&I', (t)=g f [(cos 8t~+sin Bt~coscotjt)
J

+(cos 0 ~+sin 8 ~cosco Jt)]P P P

Examining the reaction Mu~c ~Music results in the fol-
lowing Mu+ polarization:

I', " (t)=v; f e ' I', "(r)dr,

where the BC subscript is implicitly understood. Utiliz-
ing (B1) and taking the normalized Laplace transform
evaluated at s =v„gives the polarization that an integral
rf experiment would detect for the ionized final state. It
is

pMu

J

cos 8P
S+V;

(s+ v, )sin 8t~
P

(s+ v; ) + (cot j)
cos 8~' (s+v )sin 8 ~

P

s+v; (s+v;) +(co„j)
(B3)

To complete the calculation the parameters which determine the effective fields must be established. The Hamiltoni-
an governing the Muzc state is

~M„=l,g;B y„g,—B y„g,"—B+A„S, S„+A„S, S„+(D„S„+D„S„)~ (1—3rr) S, . (B4)

The first three terms in (B4) are the Zeeman interactions in an external field B=Bz with gyromagnetic ratios y. Next
are the isotropic electron-muon and electron-nuclear hyperfine coupling terms and finally the muon and nuclear aniso-

tropic hyperfine terms with dipolar symmetry and strength D„and D„, respectively, sharing a common symmetry axis

r(8, $). References 25 and 26 show that the effective Hamiltonian can be written approximately as

=It && 1[~'„+fs && s/m„'„. (B5)

Applying this transformation to &M„yields a set of terms in the up and down manifolds which contain single-particle
interactions for muon and nuclei as well as bilinear interactions (responsible for any level-crossing efFects). Specifically
we have

~Mt„= —,'co, +tet S„++co„St„+% +tg constX [0(1/co, ), 8,$],

&M„=—2', +to„S„+gtoi S„+&~—g constX [O(l/co, ), 8,(],
which results in a set of muon effective fields

2

c0 =z —co + —— A + —+ D (1—3cos 8)+ (3sin 8—1)A„ D„
2 4a), " 2 4', 4coe

A„+D„
p(P) ,'D„ 1 + " —cos8—sin8,

2coe

2A„ A„ 2 1" 2
QP —X CO

—+ D (1—3cos 8)+ (3sin 8—1)
2 4', " 2 4', 4',

(86)

(B8)

A„+D„
+p(P) ,'D„ 1 — " " c—os8sin8,

2'~
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a similar set of nuclear efFective fields, and a set of muon-
nuclear effective interactions. These latter two sets hav-
ing nuclear spin degrees of freedom can be ignored for
the present circumstances since Si has only a small frac-
tion of nonzero isotopes. The constant is the same for
both the up and down rnanifolds; it is

const X [0( 1/co, ), 8,p ]= [ 2„+A „D„(3 cos 8—1 )
8'~

+D„(1+—', sin 8)] . (810)

y 0.8
~ ~

0.6

t 02

(~oo)

This form of the Hamiltonian has decomposed the
Music Hamiltonian into pieces similar to the common
Zeeman and dipolar interactions found in magnetic reso-
nance. For our case A&/D„=67. 33/25. 257 and for an
external field of 0.2 T (where all the Mu+ experimental
work was carried out) the strength ~co„~ (in MHz) and the
polar angle 8 (in degrees) of the eff'ective fields are given
in the following taMe:

0.0
0 100 200 300

Temperature (K)
400 500

FIG. 9. The temperature and sample orientation dependence
of the MuBc+ polarization detected in a rf experiment when a
Muse precursor state ionizes [process (3)].
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For the more general case, in order to justify the treat-
ment of (81), which is based solely on the muon's single-
particle effective fields, there must be no effective muon-
nuclear coupling or Hartmann-Hahn degeneracies, viz.

~
co„—co„~ (QTr I W~ ], which might drive a muon-

nuclear level crossing. Level-crossing studies in Ref. 8
have shown that these are indeed far removed from the
field region of interest here.

With the use of the above table, coupled with (81) we
can now evaluate the efFects of the charge-state transfor-
mation on the observed polarization in the rf-pSR experi-
ment. Recall that contrary to time-difFerential LF pSR
this resonant technique detects the muon's LF polariza-
tion only after it has made the charge-state transition into
the Mu+ state. Equation (81) is composed of time-
independent fractions and oscillating components. The

time-independent part of the MuBc z polarization will be
transferred intact when the transition rate surpasses the
inverse muon lifetime. However, the oscillating parts will
only survive a stochastic transition if the rate v; becomes
greater than the effective-field frequencies co~'~J. For an
activated rate v; the various oscillating components of
the Mu polarization will show up in the Mu+ polariza-
tion with diIIFerent temperature dependencies.

The table indicates that for the t' states all of the fre-
quencies are about the same, since 0.2 T is very close to
the magic field for MuBc . This means one can expect a
sudden increase in the Mu+ amplitude to occur at a
we11-defined temperature for this fraction of the polariza-
tion. For the $ states the elfective fields are essentially
lined up along the z axis (i.e., the 8i are small), and the
majority of the polarization is static and along the z
direction in any case. They contribute their polarization
when the transition rate exceeds v„.

For the temperature-dependent transition rate v; used
in the body of the paper, Fig. 9 shows the signature of
what the RF experiment's detected Mu+ polarization
would be like in the absence of any back reactions to the
Music state.
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