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Perturbative approach to the dynamics of a linear chain with hierarchical coupling
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The self-similar structure of the dynamical matrix of hierarchical chains of harmonic oscillators is ex-
plored to obtain perturbative derivation of the eigensolutions. We focus in particular on the eigenvalue
spectrum, determining explicit expressions for the eigenfrequencies, and finding a Cantor set with zero
Lebesgue measure. We then bring the calculation to the particular case of a linear chain with equal
masses connected by hierarchically distributed springs of power-law type. The spectral dimension, ex-
plicitly derived for this system, shows a nonuniversal behavior, being strongly dependent on the details
of the coupling. The spectral dimension is then used for computing the lattice specific heat while singu-
larities in the spectrum are analyzed both within the local and global point of view. All results are com-
pared with the numerically determined exact eigenvalues.

L. INTRODUCTION

In the present paper we investigate the properties of a
linear chain of harmonic oscillators with identical masses
and nearest-neighbor couplings distributed in a hierarchi-
cal way. Similar problems of electrons in a hierarchic po-
tential have been discussed by many authors in recent
years. In particular, Jona Lasinio, Martinelli, and Scop-
pola studied the diffusion of electrons through a sequence
of potential barriers with hierarchically growing heights,
finding a subdiffusive regime.! Tight-binding models with
diagonal energies following a geometric succession have
been found to yield energy spectra that can be continuous
or singular, depending on the parameters of the model.>>
On the other hand, the same kind of hierarchicity in the
hopping terms always gives rise to very rich Cantor-set
spectra with a multiplicity of singularities in the density
of states.*> The linear chain of oscillators represents a
particular system in which these two discrete models are
mixed. In fact, in this case the diagonal terms are deter-
mined from the off-diagonal terms owing to the transla-
tional invariance of the system. Still more important,
such a problem in its stationary version is formally
equivalent to the problem of diffusion through a hierarch-
ical array of barriers.® Moreover, heterostructures made
of two media distributed according to a hierarchy of
lengths have been recently realized, and modes and fre-
quencies of vibrations have been experimentally mea-
sured and compared with theoretical predictions.’

Most of the approaches to this kind of problem are
based on renormalization or trace map techniques. In
the present study, the self-similarity of the system is used
to write the dynamical matrix in a recursive way which
yields explicit perturbative expressions for the eigensolu-
tions. This approach eventually applies to the case of the
infinite chain and allows one, within the limits of the con-
sidered approximation, to reveal completely all the prop-
erties of the spectrum.
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In Sec. II we describe our model and derive the re-
currence properties of the dynamical matrix and of its
eigensolutions, which are the base of our treatment.
Through these properties we obtain first-order perturba-
tion expressions for the solution of the eigenvalue prob-
lem. In the remaining sections we discuss in some detail
the particular case of a hierarchical system with a
geometric succession of coupling constants: Y; = v 7L
v <1. In Sec. III we compute the eigenvalues of such a
system. It turns out to be a bifurcating treelike spectrum
which generates a Cantor set when the system becomes
infinite. As a test for our findings, we compare analytical
and high-precision numerical values for the eigenfrequen-
cies of finite systems of increasing generation, finding ex-
cellent agreement. In Secs. IV and V we discuss the scal-
ing properties of the spectrum. In particular, we derive
in Sec. IV the local average density of states and the spec-
tral dimension (both of the finite and semi-infinite sys-
tem), and use the latter quantity for computing the
specific heat in the Debye approximation. Results for
large finite systems are compared with those obtained via
the eigenfrequency spectrum from direct numerical diag-
onalization. Results indicate the spectral dimension to be
a good parameter for computing integral quantities, in
spite of the very fragmented structure of the real density
of states. Finally, we focus in Sec. V on the scaling prop-
erties of the density of states, determining analytically the
local singularities and the global spectrum of exponents.
We find that outside the gap the spectrum is character-
ized everywhere by the same singularity, except at zero
frequency, where it is different.

II. MODEL AND SOLUTIONS

We consider a linear harmonic chain of oscillators with
nearest-neighbor interactions and scalar displacements.
All the particles have the same mass but the force con-
stants are hierarchically distributed along the chain. Be-
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ing the first generation made of two masses coupled by a
spring of force constant ), the chain at the kth genera-
tion is obtained by joining two identical chains of the
(k —1)th generation by a spring with force constant
equal to x:

X1, k=1,

XXX, k=2,

XXX X3X 1 XXy, k=3,

1)

At a given generation k, the system is composed of N =2*%
particles and it is completely determined once the set of
force constants [)(J L, i=12,...,k,is fixed.

In order to find the force constant of the spring which
couples two consecutive sites of index n and n +1, the
following procedure can be adopted. First of all one

must note that for any given integer n (n =1, ...,2%—1),
the equation
n=2"12m—-1), jm=1,2,..., )

has a unique solution for j and m integer with 1<j <k
and 1<m <2% /. Once j and m have been found solving
Eq. (2), j individuates the force constant ;, while m indi-
cates the number of springs with force constant y; which
lie on one side of the nth spring.

When imposing free boundary conditions, it can be
seen by direct ms)pectlon that at a given stage k the
dynamical matrix D™ of such a system can be expressed
in terms of that at the previous stage D'* "1 as

ﬁ(k"l) 0

0 pk-1 +x6%, (3)

where the matrix 6*’ has the same dimension as D*’
2 X2 central block given by

1 -1

=11 1

) 4

and all the other elements null.

Equation (3) makes it easy to verify a remarkable prop-
erty of concerning the eigensolutions of the system.
Let us suppose we know the quantities w{* ~! and e{* ~ 1),
the eigenfrequencies and eigenvectors of the dynam1ca1
matrix of Eq. (3) for a system of the (k —1)th generation
(A=1,2,...,2F71). Because of the left-right inversion
symmetry of th1s system, as sketched in (1), the eigenvec-
tors e”‘ ) have well-defined parity with respect to the
spatial inversion. In partlcular, at the (k —1)th stage,
there are 2”‘ 2 odd and 2k=2) even eigenvectors. The

parity of ef* ~V being n{* ™V, (y==+1) then the vectors
1 - _ _
efl) = 5 (efk =D, ik —Delk = 1) (5)

are the 2! symmetric (+) eigenvectors of the stage k.
Because these modes do not stretch the central (y,)
spring, the corresponding eigenfrequencies wj*, are the

same as those of the (k —1)th stage:
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o, =afE D . (6)
For the 2! antisymmetric modes, the following con-

siderations hold. Let us first observe that in the trivial
case X, =0, the 27! remaining antisymmetric (—)
modes have the same eigenvalues as the symmetric ones
and eigenvectors given by

0gk) — L (k—1) _ (k-

(] ‘_————_—‘(e -

A, V72 A » T M

where we have indicated by Oe(;ff)_ the antisymmetric
eigenvectors in the limit ), =0, which are the zeroth-
order approximation for e()\’f)_, the exact antisymmetric
eigenvectors. Moreover, within this approximation,

Oa)(;\’f)_“—‘a)&k*” . (8)

Degk 1), ™)

When x,70, degeneracy between symmetric and an-
tisymmetric modes is removed and “w}*. and %}*. are
no longer exact solutions of the problem but can still be
considered a good approximation, at least in the y; —0
limit.

Starting from ° ek ), perturbative solutions can be com-
puted for y, small enough. Let us rewrite Eq. (3) as

ﬁ(k)zoﬁ(k)+xk6(k) 9)

with 1mp11c1t definition of the zeroth-order dynamical

matrix °D* and of the “perturbation” y,6'*. Let us
denote by x L ) the eigenvalues of the dynamical matrix,
x§¥ =({¥)%. Then the first-order perturbative correc-
tion to these eigenvalues gives
O (k)
x L ~0x 50 Ll ff) 5 = . (10)
’ ( €, 1)

»

0.(k)

At the same time, unperturbed solutions e, _ in the

above expression can be expressed in terms of the e(k -b
through Eq. (7), yielding
(e (k—l) ik Ve (k y2
(k) 0 (k) 1
x}\,,—"_ x}»,—+Xk2 (Oe&k)_)z > (11)

)

where e‘;ffn_” is the nth component of the vector e}*

At this level of approximation, the eigenvectors of the
kth stage being obtained by symmetrizing or antisym-
metrizing those of the (k —1)th stage, it results that all
the components of each eigenvector have the same
modulus. The modulus of the components can be in turn
determined by the normalization condition

—1)

%% 2=1, (12)
Therefore |e{¥), | =27%/2 and

(e (}sz~ +n(k-—l) (k—l )2_23 k
Thus we can write the expression for the eigenvalues at
the kth stage in terms of those at the (k —1)th stage

X, =l

y (13)
_ k
I
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for A=1,2,...,27!. To summarize the previous re-
sults: each mode of a given stage gives rise to two modes
at the next stage, one symmetric with the same frequen-
cy, and one antlsymmetrlc with a squared frequency split-
ting of x, /2*

An explicit expression for the eigenvalues can be writ-
ten by means of Eq. (13):

2 e‘f’ Xj -2

ji=1

(A=1,2,...,2%), (14)
where k can also be taken infinite. Here €}’ can assume
the value O or 1. To each possible succession {€i} of k
digits O, 1 there corresponds an eigenvalue of the system,
which is therefore in correspondence with a natural num-
ber when k is finite. The succession {€e’} can be thought
of as the binary representation of the integer A.

Besides the choice of the {€}}, the actual value of the
eigenvalues will depend on the values of the coupling
constants {x;}. Even if the above expression converges
for any limited sets of { ¥ 7}, we can in general expect it to
give results only for a sufficiently rapid decreasing succes-
sion of x;’s.

An important feature of the approximate eigenvalues,
Eq. (14), is that they yield the right value of the trace of
the dynamical matrix, i.e., the second spectral moment of
the density of states of the system. For a finite stage k
one has for the sum of the approximated eigenvalues

M
3 ¢

A=1

M Mk . k X/j

h X
=3 3 =3

Pl

The sum in the last square bracket is equal to half the to-
tal number of eigenvalues N /2=2k"1 g0 that

2 x ik = 2 2k—j+1Xj

ji=1

=25 +25 T+ 2k i s 2y

The same result is obtained from Tr[D'¥] by direct in-
spection of b
III. FREQUENCY SPECTRUM
WITH POWER-LAW COUPLINGS

In the following sections we discuss in some detail the
case of a hierarchical system with coupling constants
given by decreasing geometrical successions. The eigen-
value spectrum of the system is computed, allowing for
determination of its spectral dimension and singularities.

Let us take

x;i=xiv' 7l y=1. (15)
Without any loss of generality we can take ¥, =1, obtain-
ing from Eq. (14)

J
——26 (A=1,2,...). (16)
Y =1

The above expression is expected to work reasonably well
only for ¥ small enough.
It is worth noting that, with some straightforward
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algebra, the Ath eigenvalue can be explicitly expressed in
terms of the natural number A, instead of its binary repre-
sentation {€}’}. The result is

k k—1
+2(1—y) S,
j=0

j

A , ()

(k) —
X =4A 2k*j—l

X
2

XY
2

where [x] indicates the integer part of x.

As a first result let us show that the spectrum exhibits
a treelike structure and that A correctly labels the eigen-
values in ascending order. Let us analyze those particu-

lar eigenvalues of an infinite system X 30(m) and X3 ()
identified respectively by the patterns
{eko(m)}'—‘(o,...,0,1,0,0,0,...) , (18)
m
with all zero and 1 at the mth position, and
{ek* m)}—(O,...,0,0,l,l,l,...), (19)

m

with zero up to the mth position and 1 at positions

m+1,m +2,... . From Eq. (16) it follows that
m—1
=1 | X
*om =2 | '
(20)
=-_Y
Xaxm T 32—y Fa%m)

Thus X35 ) <% 20(m

all the first m positions is associated with an x, smaller
than x A(m)* At the same time the eigenvalue related to a

pattern with at least one 1 at one of the first m positions

,» and therefore any pattern with 0 in

r I 1111
L 1110
X r ' [ 1101
— 1100
r I 1011
3 1010
I I [ 1001
—_ 1000
B o111
L /2 [ 0110
r l [ 0101
— A 0100
r . 7°/8
L /4 A oot
r v l [ 0001
1 2 3 4
k
FIG. 1. Scheme of the treelike structure of the eigenvalue

spectrum in the case of a power-law distribution of coupling
constants. At each generation k the horizontal lines indicate
the eigenvalues x{*’ which can be obtained by considering all
the 2* possible sequences of 0 and 1, {€,}. At the next genera-
tion, each eigenvalues A gives rise to two new eigenvalues A,
one with the same value as the parent and the other split off to a
higher value by an amount independent of the branch m.
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is greater than or equal to x,o, .

Since to each pattern can be associated a number in
binary representation, the previous considerations pro-
vide a means for labeling eigenvalues and show that they
can be ordered in increasing value by ordering the corre-
sponding labels. For finite k this simply gives rise to a
numerable ordered set of size k (Fig. 1). In the case of
infinite systems, to each pattern we can make correspond

1000 |— I .
f N = 10 1
800 — = 0.1 -
s —
z N ]
400 [— -
200 -
i (a) 1
. o | | | ]
0 0.5 1 1.5
[#]
000 [~ 7 1 -
C =10 ]
800 — ¥ = 0.3 I
3 600 — -]
z r ]
400 [~ -
200 )
. N | R R
0 0.5 1 1.5
w
T
1000 |—
r N = 10
800 [~ v =05
3 600 [
= L
r [
400 [~ 1
200 |— y
LA
% . | Lo
0 0.5 1

FIG. 2. Comparison between approximated (broken lines)
and numerical (full lines) cumulative eigenfrequency spectrum
for different coupling constants at generation k =10. The cu-
mulative density of states is reported for y =0.1 (a), 0.3 (b), and
0.5 (0.
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a real number of the interval [0,1] still in binary repre-
sentation. This can be obtained by setting a point in
front of the pattern. It follows that in this case the spec-
trum is made of a non-numerable set of zero Lebesgue
measure (Cantor set). It can also be noted (Fig. 1) that
the distance x‘;\")_ —x&k) between two sub-branches
growing from the same parent x ¥ ~! does not depend on
A, while it does if we consider the distance m‘;\’f)_ —wgffi.
We return to this and related points in Sec. V, when dis-
cussing the scaling properties of the spectrum.

Another interesting property is related to the normal-
ized integrated density of states Muw). Here
Nw)=N(w)/2¥, N(w) being the number of eigenmodes
with frequency less than w. It results that for certain fre-
quencies N(w) is independent of the system size. Indeed,
if we consider the frequencies ;0 \/ X ,00m deﬁned in

Eq. (20), then the number of modes w1th frequency
o <o,0.,. in a system with 2F masses is given by the num-
ber of different way in which one can arrange O and 1 in
the last kK —m positions, i.e., N(w )=2k~" which im-

A%(m)
plies
Mayo,) ) =277,
(m—1)72 @n
= 0 l
D300m =V 2 2

The result of Eq. (21) will be used in the next section to
derive an explicit expression for the spectral dimension.

In order to verify our results and in order to check the
level of approximation of Eq. (16), we computed the
eigenfrequency spectrum numerically, bX direct diagonal-
ization of the exact dynamical matrix D* using different
values of y. Figures 2(a), 2(b), and 2(c) show the cumula-
tive density of states in the case k =10 for ¥y =0.1,0.3,
and 0.5 (full line) compared with those calculated from
Eq. (16) (dotted line). As can be seen, there is a qualita-
tive agreement between the exact and approximated cu-
mulative density of states, and the agreement becomes
quantitative for low values of y. Moreover, it can be seen
that the difference between exact and approximated
eigenfrequencies is negative at low frequencies and be-
comes positive at high frequency, thus preserving the
correct second spectral moment of the approximated den-
sity of states.

IV. SPECTRAL DIMENSION AND SPECIFIC HEAT

The spectral dimension d describes the smooth
behavior of the integrated density of states M),

Mao)=~aw? , (22)

and can be useful when computing integral quantities,
e.g., the specific heat, which should not depend on the
fine structure of the spectrum. It was first introduced for
describing fractons, the localized modes of self-similar
structures.?

The values of the spectral dimension can be obtained
by eliminating m from Eq. (21):

——21n(mk0( ))/1n(7/2)+const

Moo )=2 ” ) (23)

A%(m)



51 PERTURBATIVE APPROACH TO THE DYNAMICS OF A . ..
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FIG. 3. Numerical computed cumulative density of states as
in Fig. 2 but represented on a logarithmic scale for y =0.1 (a),
0.3 (b), and 0.5 (c). Straight lines represent the cumulative den-
sity of states as described by the spectral dimension, Eq. (24).

which then yields

_ 2In2
Ing ’

where we have set S=7v /2. Figure 3 shows on a log-log
scale the same cumulative density of states as in Fig. 2,
together with the one computed from the spectral dimen-
sion, Eq. (24). In Fig. 4 the behavior of d as a function of
v is shown. Values from Eq. (24), full line, are compared
with values obtained by numerical computations of the
density of states (+) and of the specific heat (X, see
later). As can be seen, Eq. (24) gives a very good approxi-
mation of d, at least for y <0.4.

The spectrum in the case of low ¥ looks very singular,
so it is interesting to compare physical quantities ob-
tained by means of exact eigenfrequencies with those ob-
tained by using the concept of spectral dimension. For
instance, in the Debye approximation the specific heat of
the system is expected to behave like

d=

(24)

C=T9. (25)
.0 —TTT —TrT —TT T —TTT —T—TT
2 T T T T 4
- E
1.5 — ]
d [ ]
1.0 AR R EEEEES
L * * i
‘K
0.5 — —
P S R R B R
(o} 0.2 0.4 0.8 0.8 1
4

FIG. 4. Behavior of d as function of ¥ computed through Eq.
(24) (full line) compared with those numerically obtained from
the density of states (+ ) and from the specific heat ( X).
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FIG. 5. Specific heat as resulting from using the Debye for-
mula with the spectral dimension derived perturbatively (full
line), and the numerically computed eigenvalues (O). The
curves represent (from low to high slope) the cases with ¥ =0.1,
0.2,0.3, 0.4, and 0.5.

Results of such a comparison are shown in Fig. 5. In this
figure is reported the specific heat of a 1024-mass system
(k =10), in units of kg, as a function of the reduced tem-
perature 6=kzT /A. The open circles indicate the
specific heat calculated from the exact eigenfrequencies,
i.e.,
2

, (26)

2k i /6

C= [ —
sinh(w{* /20)

k

1
"B

A

while the full lines indicate the slope expected from the
approximated values of d, Eq. (24). It can be seen that
agreement is quite good, despite the fact that d yields a
very rough approximation of the real, highly singular
spectrum.

V. SPECTRUM SINGULARITIES

A. Local scaling

The structure of the eigenvalue distribution reveals the
existence of a self-similar spectrum, characterizable
through local singularity exponents a(w) that can be
determined starting from Eq. (14). In order to compute
these exponents let us consider, in an infinite system,
those branches x I(('(;” specified by patterns like

0

{e(k’{,')} =(ei™, e, ..., e™,0,...), 27)

k

with €™, ..., €™ chosen arbitrarily. Let us now consid-
er those branches x 1‘(’;” starting from x ;('6", and corre-

sponding to sequences

(=€, e, . ..

o LM L1, ). (28)

k
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The distance between the two eigenvalues x5 and x %’
is
) m— 2B
AW =x{m —x ) = VvV m (29)

Xp* k 1-B’
independently of m, i.e., of the choice of the set
(m) (m) (m)
€] L€ T, ..., €L
Also independent of m is the fraction f, of eigenvalues

which fall between x ;('5') and x ,‘(’2)

fi=2"k. (30)
The average density of states just above x ;{’5‘) is thus

Pr= Af(—m—C(ZB) k. c=(1-p)/2, 31)

or, by reexpressing k as a function of A (we drop the in-
dices),

p(A)=C*an/lnBAanB/lnB:C3/2A3/2~1 . (32)

When k-— o, then A—0 and one can take A=2wdw.
From the equality p(A)A=p(8w)dw it follows that

1 —_—

p(8w)=(2C0) 80", a;==<1. (33)

(YW

As expected for such a critical system, p— o as 8w—0.
It results that all points of the spectrum possess the same
singularity exponent «; except when w tends to 0. In this
case we expect p to diverge with an exponent a,=2a,. It
is interesting to note how this result represents an inter-
mediate situation between the electronic case with diago-
nal hierarchy®® and the one with off-diagonal hierar-
chy.*® 1In the first case, a decreasing geometric succes-
sion of local energies (which is more clearly related to the
present case) produces a continuous spectrum of extend-
ed states, plus one single isolated localized state. In con-
trast, in the second case there is an infinite family of
singularities.

B. Global scaling

The presence of two kinds of singularities is reflected in
the multifractal spectrum describing the global scaling
properties of the eigenvalue spectrum. Let us consider
the partition function®

ok @y (m))
pi(dwy
I'(7,q9,k)= _—, (34)
n4 2=1 (8&)(,('"))7

where 7(q) is determined by the condition

0 for r<7(q)

I(7,q,k)= o for 7>17(q) .

(35)

In the present case

'u(swk )_p(sw(m) (m):fk:2~k ,

while from Eq. (29) and from o{™=1"x{" it follows
that

A. PETRI AND G. RUOCCO 51

k
doym = b (36)
Vx% (1—-B)
Thus
/2
[(r,q,k)=2"kp=k7(1—pB)" Ay (1), (37)
having defined
/37'/2 2k
Ak( 2 [x m)]T/Z (38)

By taking the logarithm on both sides of Eq. (37) the rela-
tion defining 7(q) can be written

In[ A, (7)]+const=k[q In2+71ng] , (39)

which in the limit Xk — o can be written as

L(t)=qIn2+7InB, (40)
where
InA,(7)
L(7)= lim ——— . 41)
k— o k

It is not too hard to evaluate A, (7) for 7=0 and for 7
positive even. The result is

A, 2n)=f,(B)2K"" (n>0) (42)
with f,(B)=2""18"to the first order in 3. Then
L(2n)= 11 (k —n)ln2 4 const —1n2 43)
k—> o0 k k
and Eq. (40) yields, for 7 an even natural number,
= —(g—qyn2 _d
(q)=7,q) (g l)lnB > (g—1),
7=0,2,4,... . (44)

It is also possible to determine the asymptotic behavior of
7 for large negative q. In this limit the sum (38) is dom-
inated by the smaller eigenvalue, that is,

Ay (1) =[x, 172 Since x,;, =2B* 7! the result is
L(T)z%InB 45)
and from Eq. (40)
21n2
T(q)=1y(q)~— g =dq, 7<<0. (46)

These results agree with those of the local scaling. In
fact the resulting singularity spectrum [a, f(a)] is

% 4 and (d,0) . 47)

The support of a@;=d /2 has the same scaling index as the
support of the spectrum, given by —7,(0), whereas the
support of ay=d is just one single point corresponding to
©—0 in the spectrum. The 7(q) curve is determined by
a, or a,; according to whether ayg <a; or ayg > a,, and
shows a crossover at ¢ =—1 where 7,(¢q)=7,(q). The
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FIG. 6. Main features of the 7(g) curve, as resulting from
analytical (continuous line), and numerical (dotted line) compu-
tation at generation k = 14.

curve 7(q) is reported in Fig. 6. The squares indicate the
points calculated from the exact eigenfrequencies of a
k =14 system with coupling ¥ =0.1 while the full lines
are the prediction made using the approximated eigenval-
ues from Eq. (44) for ¢ >0, and from Eq. (46) for g <O.
The numerical data do not show any sharp crossover at
g =—1. It is not easy to decide if the sharp crossover ex-
ists but is smoothed out by the finite size of the system, or
if it does not really exist and it is an artifact of the ap-
proximation in the perturbative calculation.
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VI. CONCLUSION

We have used a perturbative approach to study a linear
chain of oscillators with hierarchical couplings. We have
shown that for these systems the recursive structure of
the dynamical matrix allows one to obtain many dynami-
cal properties at a good level of approximation.

We have considered in particular the case in which the
values of the coupling constants for increasing genera-
tions are in geometrical succession. We found in this
case an explicit expression for the eigenvalues, which in
turn allows for the analytical derivation of many physical
properties. Singularities of the eigenvalue spectrum have
been determined, using both global and local descrip-
tions. The spectral features are intermediate between
those of systems where the hierarchy lies in the diagonal
terms, and those where it lies in the off-diagonal ones.?” >

An analytical expression for the spectral dimension as
a function of the coupling strength has been given, and
the resulting behavior of the specific heat with tempera-
ture shows that such an exponent describes well the in-
tegral quantities, in the presence of very singular spectra
also, as in the present case.
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