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Excitonic nonlinearities due to plasma effects in quantum-well structures under quasistationary excita-
tion can be reproduced by appropriate many-body treatments, which usually require numerical calcula-
tions that may become computationally intensive. An alternative approach is based on analytical ap-
proximations; however, this has not been examined carefully so far. In this paper we present the analyti-
cal calculation of the optical properties of quasi-two-dimensional, type-I semiconductor quantum wells,
at varying plasma densities and accounting for one conduction band and two valence subbands. This has
been developed based on the two-dimensional version of the Elliott formula and on some analytical ap-
proximations already known in part. The obtained analytical results are scalable to a considerable range
of constituent materials and of quantum-well thicknesses. These results are compared with the numeri-
cal solutions achieved within a more complete many-body approach, based on the Bethe-Salpeter equa-
tion, and with experimental results obtained in a pump-probe experiment. The comparison provides
general guidelines on the accuracy and on the limitations of the analytical approach applicable to the
case of quasi-two-dimensional excitons when multisubband and finite-size effects are included.

1. INTRODUCTION

Nonlinear optical properties in quasi-two-dimensional
electron systems have been studied extensively during the
past years, both theoretically and experimentally.!™%*
Almost all experiments in which (light-) intensity-
dependent changes of optical properties are measured, or
used to obtain optical bistability, are carried out in the
photon-energy range of the excitonic absorption peak.
These changes are due to the photogeneration of a carrier
plasma by the incident radiation. Within this context,
the inclusion of many-body effects is thus essential to any
calculation of optical properties of quantum wells (QW’s),
since these dictate in large measure the form of the ab-
sorption edge and its evolution with the incident pump
power. There have been several investigations concern-
ing many-body theory in semiconductors, in which plas-
ma effects give rise to the large room-temperature non-
linearities in QW’s. Actually, compared to the wealth of
literature concerning the basic aspects, few simplified ex-
pressions in practical structures have been reported so
far. Even though some earlier works on nonlinearities in
QW’s included a few approximate analytical or phenome-
nological evaluations of many-body effects,?*~ it is fair
to say that, to our knowledge, there has not been any sys-
tematic analytical approach to nonlinear optical proper-
ties in QW’s, although sparse elements can already be
found, scattered in the existing literature.

It has been suggested’! "7 that waveguides based on
quantum-well materials should display interesting
dynamical behavior, that could be analyzed, for example,
through equations governing the evolutions of two coun-
terpropagating fields, coupled with one carrier density
equation.’®3 However, one crucial aspect in solving
dynamical equations describing optical nonlinearities is
the proper treatment of terms describing the field-matter
interaction. In principle, this would require a complete
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description of many-body effects at each computational
step and at each wavelength. Most of these calculations
are done numerically using algorithms that are not par-
ticularly simple and require recursive or iterative ap-
proaches that become computationally intensive. In
practice, one might use a phenomenological expression,
with parameters derived either from theory or experi-
ment: even this is not completely satisfactory, since it
would involve interpolations that might become particu-
larly dangerous in treating nonlinear problems. In this
respect, a simple formulation of the optical properties,
accounting analytically for plasma effects under quasista-
tionary excitation, might be useful.

This paper proposes a systematic formulation of the
nonlinear optical properties of QW structures, providing
a generalized form of the two-dimensional Eliott formula,
and enlightening strengths and weaknesses in the ap-
proach. The relevant equations are derived as physically
interpretable analytical approximations of more complete
many-body treatments that can be found in the litera-
ture.? This model is tested against numerical calculations
in a more complete many-body picture, and against ex-
perimental results. Both numerical and experimental re-
sults have been obtained as part of this work. Wherever
its implementation is regarded as convenient, this method
eliminates the use of computationally intensive numerical
solutions which previous techniques employed,* since
even differentiation and integration and other potentially
time-consuming operators are avoided in the final expres-
sions.

The outline of the paper is as follows: in Sec. II our
generalized expression of the Elliott formula will be pro-
vided, and the various terms entering the formula will be
described and explained, leaving algebraic details for the
appendixes. In Sec. IIT we will discuss the analytical re-
sults, obtained with our formula, and we will compare
these results with experimental spectra obtained in a
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pump-probe experiment and with the numerical solution
achieved within a more complete many-body approach
based on the Bethe-Salpeter equation. A summary and
conclusions will be given in Sec. IV.

II. GENERALIZED ELLIOTT FORMULA

The theoretical foundation of our treatment of the op-
tical response function is the Elliott formula for allowed,
direct interband transitions.*® This has been evaluated
both in three (3D) (Ref. 40) and two dimensions (2D),*!
and implies in both cases that the electron-hole correla-
tion produces peaks in the imaginary part of the refrac-
tive index k, at energies corresponding to the s exciton
states W, (r), with strength |, (r =0)|2.

The Elliott formula in the form given in Ref. 41 refers
to a rather idealized 2D system. In particular it does not

account for any broadening mechanism that causes the
J
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excitonic peaks to acquire a finite spectral width, and it
does not account for the effects of a finite width of the
QW on the binding energy and oscillator strength of the
exciton. Further it considers one single subband in either
the valence or conduction band.

In our approach we propose a modified version of this
formula in order to account for the effects described
above, and to include those effects that are relevant to the
carrier density dependence of the optical properties in
multiple quantum wells (MQW?’s). Our final expression
depends on both energy (E) and carrier density (N), and
refers to a three-subband system, considering one elec-
tron subband, one heavy-hole (hh) subband, and one
light-hole (Ih) subband. It reads

k(E,N)=;—ga(E,N)=khh(E,N)+klh(E,N) ,

where a(E, N) is the nonlinear absorption coefficient, and
where

P Fj(Epj) ,
. an :/a:
kj(E’N)zﬁ 1 4. - 2 2+fjch 0,j/4j _—
—E, Jexpi{—27 | ——
4 gj 8J p Ryj
1 1 2(E—Egj)
X {—+ —arct. —_— R
> ﬂarc an Fj(Egj) (1)

with j =hh and lh.

In this equation f; is the occupation factor, and 4, j
and A.; are density-dependent transition strengths,
while I'; and §; are an energy-dependent and a density-
dependent broadening term, respectively. Here
ao,; =4me#’ /q°mop; is the Bohr radius, while a; is the
exciton radius, which becomes a, ; /2 in the 2D limit; m,
is the free-electron mass; g is the electron charge; ¢ is the
background dielectric constant; and p; =(m, '+m j”] )~ !
is the reduced effective mass, with m, and m; the
electron and hole effective masses. Further, Ry;
=q*mou; /2(4m)*%*# is the Rydberg constant. Finally,
E,; and E, ;, respectively, are the renormalized energy
gap and the spectral position of the exciton peak.

In our treatment each allowed transition exhibits a 1s
exciton peak at its onset and a correlated continuum
above the edge. Under general and commonly used as-
sumptions, our model spectra for the extinction
coefficient (that is, the imaginary part of the refractive in-
dex) consist of two step functions, proportional respec-
tively to the joint density of states for the hh-e and the
lh-e transitions. In addition, we have two Lorentzian line
shapes for the 1s excitonic resonances.

A. Continuum contribution

The enhancement of the continuum can be described
(both in 2D and 3D) by the so-called Sommerfeld factor,

Lvhich is a smooth function of momentum (or energy). In
our model, Eq. (1), we use a 2D joint density of states, ir-
respective of the QW thickness, and rescale the absorp-
tion coefficient for the continuum of a given transition j
using the substitution a, ; /2—a;, or, equivalently, we as-
sume an effective Sommerfeld factor to be proportional to
ag,;/a;, in order to account for the finite thickness of the
QW. We note that a rigorous derivation of this choice
could be given in terms of the rescaling theory expounded
in our Ref. 42. Thus, for a transition involving subband
J, the continuum contribution to the extinction coefficient
consists, for each subband, of a step function proportion-
al to the joint density of states:

fic

Jf%ntZTE*Ac,ijo(E —Eg;) . 2)
Here
ag;/a;
S;= ] =17
1+ { 2m | £ Ee ]
exp | —27 | ———>
Ryj

represents the Sommerfeld enhancement factor, where we
have used the functional energy dependence described in
Ref. 24. The step function, Eq. (2), has to be multiplied
by an occupation factor f; and convoluted {see Appendix
A) with some appropriate line shape in order to account
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for homogeneous and inhomogeneous broadening effects.
The line shape, which in this case is a modified Lorentzi-
an form, has been chosen following Haug et al.% This ap-
proach uses an energy-dependent broadening factor
which merits some comments: this had been introduced
rigorously in Refs. 6, 25, and 43, in order to account for
dynamical aspects of broadening, which had previously
been studied in Refs. 11, 44, and 45. Based on the litera-
ture cited, we use

oy 2ATy+T;)
1B )= exp[ —3B(E —E,;)]+1 "’

r (3)

where B=1/kT, I'; is an energy broadening parameter
which practically accounts for both phonon scattering
and any breaking in the translational invariance, and I,
accounts for unintentional doping in the structure. In
the absence of plasmas, most of the deviation from the
infinite carrier lifetime is due to sample inhomogeneities,
particularly well width fluctuations, and, thus, I'; and T;
turn out to be quality-dependent parameters.

B. Excitonic contribution

In our model, a suitable (analytical) description of the
exciton resonance is essential, both for the e-hh exciton
and the e-lh one. To achieve this we use a Lorentzian
line shape having an energy-dependent broadening pa-
rameter, given by Eq. (3). In addition, we must provide
an expression for the oscillator strength of the quasi-2D
exciton. A detailed analysis carried out in Ref. 46, which
is based on the Elliott formulation of the optical suscepti-
bility*® and on the work by Shinada and Sugano,*! relates
the exciton oscillator strength for a certain transition to
the height of the (correlated) continuum as evaluated at
the band edge for the same transition. The two quantities
are related through a function expressing the dimen-
sionality of the system,*® which can vary between 2 and 3.
This function is in turn related, in a very simple way, to
the binding energy of the exciton,*? as it can be obtained
by solving the quasi-2D electron-hole Schrodinger equa-
tion. Using this relationship, the strength of the exciton
resonance can be written

A,;=2A4,;Ry;(—E,;), 4)

where E, ; is the binding energy of the exciton, expressed
in Rydberg units. This equation is valid, in the absence
of carriers, for a quasi-2D system, whose dimensionality
is between 2 and 3. To proceed further, one has to con-
sider the many-body equation for the exciton in the pres-
ence of the plasma: for low plasma densities N <<a; 2,
this can be solved perturbatively by expanding to first or-
der about unperturbed exciton states, thereby obtaining
the analytical phase-space filling and exchange correc-
tions to the oscillator strength of the exciton, as illustrat-
ed thoroughly in Ref. 47. This evaluates the changes in
the oscillator strength Eq. (4) that are due to the filling of
states (by bound or unbound particles), which, as a result,
become unavailable for the formation of excitons, thereby
reducing the overall probability of the resonant creation
of excitons. Thus the density-dependent oscillator
strength becomes
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where Ng ;=1/3ma jz is the saturation density of a 2D ex-
citon due to a quasithermal plasma made of electrons and
holes of type j,*’ which we parametrized as previously
with aq;/2—a;. The effects discussed here are at the
origin of the exciton peak quenching that is currently ob-
served, for instance, in pump-probe experiments.*$~>1

The wave-function renormalization induced by the
phase-space filling is the cause of a considerable reduc-
tion of the exciton lifetime, and a consequent increase of
the broadening of the exciton peak. Following guidelines
offered in Ref. 47, this collisional broadening may be
viewed as being determined by a density-dependent in-
crease of the exciton radius, causing an enhancement of
the (geometrical) cross section for microscopical scatter-
ing events in a diluted exciton system. In first perturba-
tive order, this enhancement is proportional to
[1+N/N,]>. A device to incorporate this dependence
correctly in the treatment of nonlinear optical properties
is given in Appendix B, and it has been introduced by us
into Eq. (1).

Consistently with the description given in Appendix B,
the exciton contribution to refractive properties can be
obtained through

gp.j—E
A, 2&;
nj‘?XC(E’N):.ﬁ_C &J - g} - 5)
mE §; T,E,);) o | BB,
4 3

Many of the quantities that have been examined in the
present analytical treatment are referred to the exciton
radius or to the exciton binding energy. These quantities
have been given a rather simple form in Ref. 42, as a re-
sult of a wvariational treatment of the two-body
Schrodinger equation describing the exciton in a quasi-
2D system

d;—1
2

5 ajzao)j

where d; is the exciton dimensionality, which can be eval-
uated using the equation introduced in Ref. 52; see
Table I.

We may note that the analytical model does not de-
pend on the particular expression we choose for the bind-
ing energy; it simply requires a value that can be calculat-
ed either analytically or numerically in order to have ex-
plicit access to the rescaling of the exposed theory. Tran-
sition selection rules, including polarization-dependent
effects, are incorporated into the momentum matrix ele-
ment (see Table I). Within this picture, the coupling be-
tween the two valence subbands takes place through
filling and screening properties, and through self-energy
corrections (see Appendixes C, D, and E for explicit
derivations). Refractive changes related to excitonic con-
tributions can be obtained from Eq. (5), evaluated for
both the heavy- and light-hole transitions. The continu-
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TABLE 1.
properties of structure No. 191. The masses are given in units
of the free-electron mass and ¢, represents the vacuum permit-
tivity. The conduction-band to valence-band offset ratio used in
the calculations is 40/60. The masses along the growth direc-
tion have been used, as these are recognized to give the best rep-
resentation of the complicated behavior at the center of the
Brillouin zone (Ref. 2).

Parameters used in the calculation of optical

Well width Ly=9.4 nm
Barrier width L;=8.0 nm
Number of wells Ny, =66
Electronic level L,=0.044 eV
Heavy-hole level L;,=0.008 eV
Light-hole level Ly, =0.037 eV

Heavy-hole band gap
Light-hole band gap
Electron effective mass
Heavy-hole effective mass
Light-hole effective mass

EY,=0.761 eV
EY,=0.745 eV
m, (L,)=0.043
My (Lpy)=0.423
my, (L]h)=0056

Heavy-hole exciton dimensionality dpp=2.29

Light-hole exciton dimensionality d,=2.21

Lorentzian width I')=5 meV
(doping contribution)

Lorentzian width 'hy=12.5 meV
(other contributions)

Background dielectric constant £=12.74¢,

Band gap refractive index ng=3.5

0.75(hh)
Momentum matrix element P;=2.35X 0.25(1h) eV

(light polarized in the plane
"of the QW?’s)

um contribution to refractive changes could be calculated
by performing a Kramers-Kronig transformation of the
relevant term in the extinction coefficient (the second
term in parentheses in Eq. (1)]. This was found to be
small in the density range discussed here and for energies
lower than the band gap, as will be discussed further in
Sec. III. Thus, if one is interested in the spectral region
located below the band gap, where waveguided propaga-
tion is usually studied, one option is to neglect continuum
contributions to refractive changes.

III. DISCUSSION

Although quite elaborate and rigorous many-body
treatments are known, we prefer to base our considera-
tions on a computational scheme, introduced in Ref. 2.
This scheme includes (1) the effective-mass approxima-
tion, (2) the random-phase approximation (RPA) and the
plasmon-pole approximation for the longitudinal dielec-
tric constant, (3) the quasistatic approximation of the
dielectric screening, and (4) the solution of the Bethe-
Salpeter equation for the two-particle Green’s function
using the ladder approximation. Its original formulation
treated QW’s with only one conduction and one valence
subband in the purely 2D limit, but suitable extensions
have been provided that allow the treatment of multisub-
band QW’s of finite thicknesses.2 !1:533% This theoretical
picture is relatively simple and has been implemented by
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FIG. 1. Self-energy correction terms to the heavy-hole

energy-gap vs the photogenerated plasma density N, calculated
for a MQW system in the analytical approach. The Coulomb-
hole and exchange (solid and dashed) curves calculated for van-
ishing momentum wave vector in the fully numerical approach
are also comparatively shown.

several workers, since it is able to reproduce many cen-
tral features that are observed in nonlinear optical experi-
ments performed on QW structures. As such, it can pro-
vide a good starting point to derive an analytical formula-
tion of plasma effects on optical properties, as we have
shown. In addition, its computational outcomes can be
used to evaluate the approximations adopted, as is shown
below. Both analytical and numerical calculations are im-
plemented here in some test cases corresponding to real
structures, which we have addressed experimentally as
part of this work using a stationary pump-probe experi-
ment. In Fig. 1 we exhibit the Coulomb-hole and the ex-
change self-energy corrections for the heavy-hole transi-
tions, calculated as in Appendix C. In the same figure
the self-energy corrections calculated numerically in the
quasistatic approach described in Ref. 11 are shown com-
paratively. The calculations are performed at vanishing
momentum wave vector.

The experimental technique adopted is similar to that
illustrated in Ref. 55, where an intense pump beam from
a Nd:YAG (yttrium aluminum garnet) laser is used to
generate a plasma inside the sample, and a broadband
continuum is used as a weak probe to measure the
transmission through the structure at varying wavelength
and pump power.

A graphical representation of both computational and
experimental results helps in the comparison. In Fig. 2
we exhibit the absorption coefficient at varying plasma
densities, as a function of the photon energy of the probe
beam. In particular, in Fig. 2(a) we show the results of
the pump-probe experiment carried out on a
66X (L, =9.4/Ly=8.0 nm) In,Ga,_,As/InP MQW
sample at 300 K, while Figs. 2(b) and 2(c) represent fully
numerical and analytical solutions, respectively. The pa-
rameter values adopted in the calculations are summa-
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FIG. 2. Absorption spectra of a MQW system containing 66
periods (L =9.4 nm and Lz =8.0 nm), for various plasma den-
sities Na} at room temperature: (a) is relevant to the pump-
probe experiment on sample No. 191; (b) refers to the fully nu-
merical solution based on the many-body theory; (c) is obtained
using the analytical approach. The linear (Na}=0.001) spec-
trum shows two exciton peaks, corresponding to the heavy-hole
and light-hole exciton, respectively. Spectra refer to the TE po-
larization of the probe beam.

rized in Table I. Concerning the quality-dependent pa-
rameter I'j, we preferred to estimate the relevant value
from the linear absorption spectrum obtained in the ex-
periment, although some form of theoretical estimation
would be possible.?’® In the experimental curves, the
plasma densities were related to the power densities ac-
cording to a 2.5-ns radiative decay time constant.>

A plot of the refractive changes is shown in Fig. 3.
The experimental data [Fig. 3(a)] have been obtained
from the Kramers-Kronig transform of the absorption
difference data. Figure 3(b) shows the fully numerical re-
sults; Fig. 3(c) shows the analytical results accounting for
the excitonic contributions only, while in Fig. 3(d) the
analytical results relevant to the excitonic contributions
have been added to the numerical Kramers-Kronig trans-
form of the continuum contribution, evaluated analytical-
ly. From the comparison of Figs. 3(c) and 3(d) we see
that, within the plasma-density range examined here and
for energies in the transparence region, An changes only
insignificantly with the addition of the continuum contri-
butions.

In Fig. 4, we report the comparison between analytical
and numerical nonlinear absorption coefficient calcula-
tions, relative to further In ,Ga;_,As/InP MQW sam-
ples. The first structure (No. 107) is a 60X (L =7.7
nm/Lg=7.0 nm) MQW, while the second one (No. 401)
isa 66 X(Ly, =5.5 nm/Lg=7.0 nm) MQW.

10 723
Nag = 0.02 #191 Nal =0.02 #191
0.04] 0.04]
0.00] 0.00]
An An
-0.04 -0.04
-0.08 -0.08
i 1.43 1
_o.12f Experiment _0.12f Numerical
-8 0 8 16 -8 0 8 16
(E~- Eg,/,h Y/ RY (E- Eg,m, )/ RY
Naj = 0.02 #191 Na} = 0.02 #191
0.04} 0.041
0.00| 0.00
An An
-0.04 -0.04
-0.08 -0.08f
048  Analytical Analytical
~0.12 143 (only excitons) —0.12 +KK.
B U S R P
-8 0 8 16 -8 0 8 16

(E- Eg,nh )/ Ry, (E- Eg,;,;, )/ Ry

FIG. 3. Refractive changes with respect to the linear spec-
trum and for different plasma densities: (a) experimental data
obtained by Kramers-Kronig transformation of the experimen-
tal absorptive changes; (b) theoretical curves obtained in the ful-
ly numerical approach based on the many-body theory; (c)
theoretical curves obtained using the analytical approach (only
the excitonic contributions have been presented here); (d)
theoretical curves obtained using the analytical approach by
adding the excitonic refractive variations to the Kramers-
Kronig transform of analytically calculated absorptive changes
relevant to the continuum. The Kramers-Kronig transform has
been calculated numerically. Both experimental and calculated
spectra refer to the TE polarization of a probe beam.
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FIG. 4. Absorption spectra of two MQW systems. Numeri-
cal and analytical results for sample No. 107, containing 60
periods (Ly=7.7 nm and Lz =7.0 nm), are shown in (a) and
(b), respectively, while numerical and analytical results for sam-
ple No. 401, containing 66 periods (L, =5.5 nm and Ly =7.0
nm), are shown in (c) and (d), respectively.
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In what follows we present some comments on the re-
sults and limitations of the analytical model presented.
First of all, our analytical treatment incorporates the
same limitations of the more complete many-body picture
from which it was derived. Actually, this latter approach
has been criticized in the literature,'»?* and it is known
to yield self-energy corrections that are overestimated in
the high-density regime. In addition, both numerical and
analytical approaches assume that the electron-hole plas-
ma be thermalized into a quasiequilibrium situation.

One further limitation of the current analytical model
is that some approximations we have adopted are used
outside their natural range of validity. The reason is
that, in order to be of some usefulness, the model has to
consider a relatively broad range of values of N, while the
quantities appearing in the model are often evaluated ei-
ther in a low-density limit or in a high-density approxi-
mation, depending on our ability to find some analytical
expression. For example, the exchange self-energy has
been evaluated by us in a degenerate limit, and, as we
note, the RPA is in itself a high-density approximation.
Fortunately, however, in this case the behavior in the
low-density limit is not quantitatively important, since
the relevant self-energy corrections would be very small
anyway (of order one Ry or less), and the absolute error is
consequently small, even if the relative error can be very
high. In addition to that, we note that some density-
dependent quantities have been evaluated perturbatively
in the limit N /N; <<1, while these are used in the full
density regime. In particular, the density-dependent
broadening mechanism, the oscillator strength, and even
the location of the exciton peaks have been treated in this
way. However, the exciton peak tends to broaden and
bleach very rapidly already at small density values:
again, errors in quantities that determine a spectral struc-
ture which is very small and broad tend to become unim-
portant. These considerations may help to explain the
true nature of the relatively good match between the
analytical model and the many-body treatment, which we
regard as somewhat fortuitous, although systematic.

Our comparison suggests further that the small blue-
shift of the exciton peak observed at very low densities in
both the numerical treatment and experiment is not
correctly represented. Typically, this plays a negligible
role in the behavior at the exciton peak and at room tem-
perature, but should be accounted for in any picture pur-
porting to describe the behavior at energies below the ex-
citon peak. In Ref. 47, an evaluation of a blueshift
correction to the exciton binding energy was proposed,
but this is found by us to be largely underestimated at
low densities, and largely overestimated at high plasma

|

T,(E")/2 p
T,(E')?/4+(E—E')"’

1 o
kO"(E,N)=— E’
FrEN=—["d
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density, when compared either to the numerical or to the
experimental spectra. As a result it is not advisable to in-
troduce this term into the model.

IV. SUMMARY AND CONCLUSIONS

In summary, the approach investigated here provides a
physically interpretable approximation adequate for ob-
taining the correct trends of optical spectra in the pres-
ence of thermalized plasmas. It is generally more quanti-
tative and accurate than the purely 2D and one-subband
numerical approaches, but it is unable to reproduce de-
tails (especially in the energy region below the exciton
peak) that in some application may play a role, and that
can be correctly predicted using more complete numeri-
cal calculations. The method does not involve any fitting
or interpolation parameter and its primary computational
advantage is that CPU times are reduced by a factor at
least 10° with respect to the numerical approach. Besides
this, the analytical approach proposed here possesses
some potential to predict experimental conditions that
may be of interest for specific applications, and trends
and limiting cases that may not immediately be apparent
in the more rigorous but more involved theory. With
minor modifications the model could be used to obtain
the optical response in the presence of unipolar plas-
mas,?"%” like in barrier reservoir and QW electron
transfer (or BRAQWET) structures.>®

One natural extension to this work would be to incorp-
orate the analytical model into a dynamical modeling of
waveguide behavior, of the kind exposed in Refs. 38 and
39.

APPENDIX A: BROADENING EFFECTS
ON THE CONTINUUM CONTRIBUTION

Broadening effects are introduced into the continuum
contribution of the extinction coefficient using a convo-
lution with a modified Lorentzian line shape.® In order
to make the convolution integral feasible analytically, we
adopt the approximation of factoring both the occupa-
tion factor and a weak energy dependence relevant to the
Sommerfeld enhancement out of the convolution integral:
this approximation is justified since the typical broaden-
ing of the occupation factor at room temperature is much
larger than the broadening of the line shape in the in-
tegrand, with a similar justification holding for the Som-
merfeld enhancement. The convolution can then be ob-
tained analytically integrating by parts:

kﬁ(())nt ( E ’ )

2(E _Eg,j)

“aptides

1+6(E —E, ;)exp |—21r

E _Eg,j

Ry;

i

1 1
— —+ —arctan
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where A, ;=2(au;P;/ngm,LyEQ;), ki" is given in Eq.
(2), and the occupation factor f; is discussed in Appendix
E.

Here P; represents the squared momentum matrix ele-
ment for the transition j-e, which has been considered
constant in energy since our interest is focused on a limit-
ed spectral range and since its energy dependence is
weak. Further, n, is the refractive index of the structure
at the band edge, Ly is the QW thickness, and « is the
fine-structure constant. The transition energy at zero
plasma concentration is defined EQ,=E) +L,+L;,
where L, and L; are the quantized levels of the
conduction- and valence-band profiles, pertaining to the
heavy-hole (j =hh) or light-hole (j =1h) subbands, while
EJ, is the energy gap of the well material.

APPENDIX B: EXCITONIC CONTRIBUTION

The appearance of density dependence in exciton
broadening is particularly important in view of a correct
description of the resonance quenching.”> However, it is
worth noting that this picture is not deemed to apply to
the inhomogeneous broadening terms [I'y in Eq. (3)] ac-
counting, e.g., for well width fluctuations and other inho-
mogeneities which tend to reduce the lifetime of the exci-
ton constituents, inducing a finite decay time of single-
particle states characterized by a well-defined momen-
tum. In some sense, these factors limit the lifetime of the
exciton by limiting the lifetime of the states occupied by
the constituents, and do contribute to the exciton
linewidth, but do not display any density dependence.
All that taken into account, we can finally express the
lineshape of the exciton peak, accounting for plasma-
related reflects on the broadening:

10 725

_ T+ (1+N/Ng;)?
g y+T;

The location E, ; of the exciton resonance on the energy
axis is determined by the binding energy and by the ener-
gy gap; the binding energy undergoes a vertex correction,
due to the phase-space filling effects. This correction can
be predicted by a perturbation approach, and, in first or-
der, it is found to have two contributions that cancel ex-
actly the exchange and Coulomb-hole self-energy correc-
tions to the energy gap.® Thus, at least for very low-
density values, the energy location of the exciton peak
does not show any dependence on N, and is locked to the
zero-density position E, ; =E2j +E,;Ry;. This is
verified to a very good approximation both in the numeri-
cal solution of the many-body problem and in the experi-
mental spectra. However, recent experimental spectra
show that at relatively high densities, but still with the
exciton not entirely bleached, the exciton peak can
display either a redshift or a slight blueshift (see Fig. 2 in
Ref. 59). Actually, only theories including full dynamical
screening and, possibly, corrections beyond the random-
phase approximation may give a description of the car-
rier dependence of the exciton peak which is generally ac-
curate.

APPENDIX C: PLASMA SCREENING

A key feature in the calculation of the population
effects in semiconductors is the value of the quasi-Fermi
levels for electrons and holes. If the subbands to be con-
sidered can be reduced to one, as it is often the case for
the conduction band, the quasi-Fermi level Ef can be
given exactly:

LA(E, ;) 2
it i 2 A Ef=L,+-Lin |exp | TVBA | _y ||
kCXC(E N): fic Ae:f 2 ﬁ mgom,
g 2mE & T,(E,;)? A
mE & T (Ep) E—E,, where L, is the quantized electron level.
4 §; An exact expression cannot be obtained for the case of
h more than one subband. However, considering only two
where valence subbands, and if the population in one of the two
2ATy+T)) valence subbands (the 1h subband) can be assumed to be
L(E, ;)= expl —3B(E —E, ;) /€;1+1 small with respect to that in the other one'(the hh sub-
=) band), one can obtain a very accurate estimate of the
and quasi-Fermi level in the valence band Ej using
1
E}’=th+%ln{b[l+a(b{1+a[b(1+t)_’—1]}"—1)]_’—1} , (C1)

where a =exp[B(L,, —Ly,)], b=exp(mNB#H /momy,),
r=my,/my,, t =a(b—1),and L, and Ly, are the quan-
tized heavy- and light-hole levels, respectively.

This has been obtained by inverting the population
equation by successive approximations, and it can be re-
garded as a correct evaluation in all cases in which the
masses in the two valence subbands differ appreciably. In
the cases examined within this paper, we found that the
agreement between the formula Eq. (C1) and the numeri-
cal inversion of the population equation®® is better than

f

1%. The same good match was found in all practical
cases examined so far, although a word of caution con-
cerning mostly tensile-strained materials is in order. In
specific cases, the validity of Eq. (C1) should be tested in
advance, along with the validity of the effective-mass ap-
proximation.

In a typical nonlinear experiment, a strong pump beam
photogenerates a plasma formed by electrons and holes,
which is here assumed to reach thermal quasiequilibrium
instantaneously in the time scale which characterizes the
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experiments we intend to model. A weak probe, often
tunable in energy, resonantly excites pairs in the material,
eventually forming excitons, or unbound (but still corre-
lated) electron-hole pairs. The Coulomb interaction be-
tween the pairs formed by the probe is screened: at high
temperature, the screening is governed by free carriers
and can be described by the random-phase approximation
(RPA).%17% In coordinate space, the screened Coulomb
potential can be approximately described by the Yukawa
potential, both in the two- (2D) and three-dimensional
(3D) limits:%! V,(#)=V (r)exp(—«r), where « is a screen-
ing vector (or inverse screening length) defined as in Ref.
61, and discussed in our Ref. 11 for a multisubband sys-
tem. In order to evaluate this analytically, we neglect, to
a good approximation, the contribution of the light holes,
obtaining k ~ K, + Ky, Where

2
mom,q 2
q mpmomed” [ | e |
47eh magom,
momhh‘]2 1— . N B#?
Khh_ 5 exp
4reh momyy

APPENDIX D: SELF-ENERGY CORRECTIONS

Knowing the screened Coulomb interaction, one can
readily determine the changes of the single-particle ener-
gies, within the frame of the RPA, and with the further,
simplifying assumptions of the quasistatic plasmon-pole
description.? This evaluates the band-gap renormaliza-
tion; that is, the energy that is gained by the particles by
correlating their motions. This is split into two contribu-
tions, the screened-exchange (proper) self-energy Z*°*,
and the Coulomb-hole or correlation (proper) self-energy
3*Ch A simple approximation for the exchange self-
energy term is obtained in the literature,?’ by considering
momentum transfers at the Fermi surface only. Here we
preferred to adopt a different approximation which can
be obtained by taking the zero-temperature expression of
the Fermi distribution in the integral which yields the ex-
change self-energy term, since this guarantees a better
reproduction of the more rigorous exchange correction
evaluated numerically. This yields

ﬁZ

20,jmol;

K

1
i kF+K

Spee=— +kp|, (D

where k=V27N is the Fermi impulse.
For the Coulomb-hole term, we adopt the approxima-
tion described in Ref. 25,

2
syon—— 1 (D2)

K
2ao,jmop;

We note that this is a very simple approximation, which
neglects a term of order g* (with g being the momentum)
in the expression of the effective plasmon frequency (see
Ref. 61, p. 143). A less approximate expression, ac-
counting for the terms O (g*) is given in Ref. 64. This in-
volves the introduction of an integration cutoff in order
to avoid a logarithmic divergence, whose definition, al-
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though conceptually correct, is somewhat arbitrary as
discussed in Ref. 5. However, in the range of carrier den-
sities investigated by us, we generally found Eq. (D2) in
the above to give results that are closer to our experimen-
tal findings than the equation provided in Ref. 64. This is
especially important because the Coulomb-hole correc-
tion is the dominant one in the density range addressed
by us. In view of this we preferred to adopt Eq. (D2) in
the above rather than Eq. (2.11) of Ref. 64.

We note further that we neglected a weak momentum
dependence, approximating the exchange self-energy
corrections as rigid band shifts.’ The terms in Egs. (D1)
and (D2) with j =hh, refer to the renormalization of the
optical threshold for the excitation of pairs formed by
electrons and heavy holes, due to the existence of a plas-
ma occupying electron states, or pairs formed by elecrons
and heavy holes, due to the existence of a plasma occupy-
ing hole states. Thus

SH =23k 23T

where the factors 2 account for the fact that electrons
and holes in the plasma yield equivalent corrections.

In our description similar terms, with j =1h, also exist
for the renormalization of pairs formed by electrons and
light holes. However, we note that, since the plasma is
assumed to be thermalized, the holes in the plasma would
occupy mostly heavy-hole states, displaying no exchange
interaction with light-hole constituents of electron—
light-hole pairs generated by the probe beam. Thus, the
corresponding exchange self-energy term is considered
negligibly small. On the contrary, Coulomb corrections
hold independently of subband occupation. All this tak-
en into account, we have

SH=23RHIEe

Thus, in the presence of a plasma, the minimum energy
required for a probe photon to resonantly excite pairs in
the material is either E,p,=Egp, +3%, or E,p=EQ,
+ 3}, depending on the kind of pairs that are formed by
the probe beam.

The self-energy corrections in the above are analytical
approximations of more rigorous calculations that were
originally formulated in the strictly 2D limit. In general,
we can expect a dependence of the quantum-mechanical
and, consequently, the optical properties of a QW on the
thickness of the QW material. In particular, this holds
true for the exchange self-energy correction in the above,
and can be accounted for by using the parametrization
a,,;/2—>a;: this formally replaces the 2D limit of the ex-
citon radius with its actual value, which is a function of
the QW thickness and is defined to be a, ;/2=a; =a,,
where the Bohr radius a ; is the exciton radius expected
in 3D; thus

hZ
4a;mop;

K

SHexc—
J kp+k

kgp+kln

The origin of the changes in the self-energy is due to the
fact that we would have to adopt a three-dimensional
form for the Coulomb potential, instead of a purely 2D
one, as we do in our numerical calculations. In fact, the
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exchange self-energies in 2D and 3D have different ex-
pressions. However, the 2D term (evaluated in the high-
density limit) can be made equal to its 3D analog with the
changes a,;/2—a,;, and V/'Nyp—>V/ Njp, thereby
justifying the parametrization (this holds true if a 4%
difference in the multiplying constant is neglected). On
the contrary, the Coulomb-hole self-energy has the same
functional form in 2D and 3D within the approximation
adopted by us (see Ref. 61, p. 143). Thus the difference in
values between 2D and 3D would depend only on the
band-filling properties, and the relevant expression
should not be rescaled as long as one uses the same form
for the density of state, as is so in our case. The theoreti-
cal and experimental foundations of the parametrization
introduced here are exposed in a paper by Weber et al.,%
where it is demonstrated that it is generally possible to
use 2D theory to describe QW’s, under the condition that
effective parameters are used for the natural units. In
this respect, the exciton radius and its binding energy
provide ideal means to scale the theory from one material
to another,?” and from one material thickness to another.

APPENDIX E: DISTRIBUTION FUNCTIONS

In principle, the task of computing the electromagnetic
response of a multisubband system would involve a self-
consistent procedure, since both the quasi-Fermi levels
and the quantized-level energies are renormalized by
plasma effects under excitation, and each subband in the
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valence band is renormalized by a quantity which is gen-
erally different from the shift of the quasichemical poten-
tial in the valence band.'" However, we know that
various contributions to the renormalization of the
valence-band quasi-Fermi level are weighted by the popu-
lation of the subbands. In practice, thus, we can make
the assumption that the quasi-Fermi level in the valence
band renormalizes like the heavy-hole subband, which is
the most populated one. Under this assumption all
quasi-Fermi distribution functions can be given analytical
expressions

fc,j=[1-|-exp(BAEc’j)]_1 ,
foj=[1+exp(—BAE, )]7',

I.L.
AEc,j::Le+E:,j+m—J(E —Eg ;) )—(Eg+Z04),
e

AEv,j=Lj+2;,j+~:%(E —E, ;) —(Ef+Z}w)
J

S =Zhan =2+
Ezlhzzﬁexc+zﬁxc}‘ ,
2?.‘,11,:21‘}.“‘ ,
szfu,j_fc,j ,

where j =hh and lh, and the effective-mass approxima-
tion has been used for the energy-momentum dispersion.
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