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Previous theoretical studies and molecular dynamics simulations indicate that the anharmonic version

of a zone-boundary-mode phonon in a periodic one-dimensional lattice with nearest-neighbor quartic
and quadratic interactions is unstable, and that this instability can lead to the production of intrinsic lo-

calized modes. We show here that such an instability occurs when nearest-neighbor cubic anharmonici-

ty is added, but that the zone boundary mode is stabilized when the cubic anharmonicity becomes
sufficiently large. A direct connection is established between the existence of this instability and the ex-

istence of intrinsic localized modes. Furthermore, our analysis reveals the existence of a second type of
zone-boundary-mode instability, which is not related to intrinsic localized modes. This period-
doubling" instability is also found to occur in one-dimensional lattices with realistic potentials, such as

Lennard-Jones, Morse, and Born-Mayer, whereas the instability related to intrinsic localized modes does
not occur for these potentials, owing to their inclusion of higher-order anharmonicity. Likewise, intrin-

sic localized modes are not found in direct numerical searches for these cases, and we conclude that they

do not exist in monatomic lattices with these potentials.

I. INTRODUCTION

Recent analytical work and molecular-dynamics simu-
lations confirm that intrinsic localized modes (ILM's)
with frequencies above the maximum harmonic frequen-
cy and displacements restricted to a few sites exist in non-
linear periodic monatomic one-dimensional lattices with
harmonic and quartic nearest-neighbor interactions. '

However, there has been little discussion as to how these
modes might be created. Recently, analytical and
molecular-dynamics results indicate that an anharmonic
version of the harmonic zone-boundary phonon mode
(ZBM) in these lattices can decay into one or more ILM's
and that an instability for the anharmonic ZBM is the
first step in the decay. ' ' Furthermore, a similar insta-
bility exists for a different anharmonic extended phonon
mode in lattices having only harmonic intersite coupling,
but with realistic nonlinear on-site potentials, and this in-
stability can also lead to the production of ILM's. ' ' In
both of these cases, an instability for an extended anhar-
monic mode appears to play a crucial role in the creation
of ILM's. Hence it is important to examine the stability
of the ZBM in a nonlinear monatomic lattice with realis-
tic intersite potentials that include cubic as well as quartic
and harmonic nearest-neighbor interactions.

Stationary modes in homogeneous anharmonic lattices
were studied nearly 20 years ago by Kosevich and Ko-
valev, ' for lattices with cubic and quartic on-site and in-
tersite anharmonicity. These authors obtained solutions
for weakly anharmonic envelope solitons whose spatial
extent is broad compared with the lattice spacing. Re-
cently, solutions have been found for very anharmonic,
highly localized ILM's which are not described by these
envelope soliton solutions (although the latter are
recovered for suKciently weak anharmonicity). For lat-

tices with nearest-neighbor harmonic plus quartic (but no
cubic) interactions, the most localized versions of the sta-
tionary ILM's are an odd-parity mode
A (. . . ,0, —

—,', 1, ——,', 0, . . . ) (Refs. 1 and 2) and an even-

parity mode A(. . . ,0, ——,', 1, —1,—,',0, . . . ) (Refs. 1 and 4),
where A is the mode amplitude. For positive anhar-
monicity, both of these modes have frequencies well
above the maximum harmonic frequency. Furthermore,
we showed in a previous paper that the odd-parity mode
is unstable against infinitesimal perturbations, while the
even mode is stable. However, the instability does not
destroy the odd-parity ILM; rather, it causes it to
move. ' Figure 1 compares the displacement patterns for
these two localized modes with the ZBM displacement
pattern. All three modes share the basic "optic-mode"
characteristic that adjacent particles vibrate out of phase.
Beyond this, these displacement patterns do not suggest
any obvious connection between the ZBM and ILM's.
However, in an inj7nite harmonic plus quartic lattice, the
displacement patterns for both the even- and odd-parity
ILM's broaden as the anharmonicity decreases, ' until
they each merge with the ZBM in the harmonic limit. "'
A second suggestive feature of the relation between the
ILM's and ZBM is revealed by recent analytic studies of
a simple four-particle lattice with nearest-neighbor har-
monic plus quartic anharmonic interactions and periodic
boundary conditions. It was shown in these papers that
the even- and odd-parity ILM*s for this case not only
broaden with decreasing anharmonicity, but that both
modes merge with the ZBM for a nonzero value of the
anharmonicity. Moreover, no ILM's were found for
anharmonicities below this value. References 22 also
gave a stability analysis of the ZBM for this four-particle
lattice that revealed another interesting connection: The
ZBM first becomes unstable for the same anharmonicity
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FIG. 1. Predicted displacement patterns for (a) the ZBM, (b)
the odd-parity ILM, and (c) the even-parity ILM in a nearest-
neighbor harmonic plus quartic lattice in the pure quartic limit.
The displacements are measured from the edges of the squares,
and they are plotted in the vertical direction for clarity; the
physical displacements are actually longitudinal. The odd- and
even-parity ILM displacement patterns spread out as the anhar-

monicity decreases, and for an infinite lattice they merge with

the ZBM in the harmonic limit, as discussed in the text. The
ZBM pattern is independent of the anharmonicity.

"period-doubling" instability occurs for lattices with
strong cubic interactions. Our Floquet ZBM stability
analysis is easily generalized to treat lattices with full
realistic potentials, such as Lennard-Jones, Morse, and
Born-Mayer, and this is done in Sec. IV C. No ZBM in-
stabilities related to the ILM's are found for these poten-
tials. Because of this absence of an ILM-related instabili-

ty, together with the fact that we do not find ILM's for
these potentials in direct numerical searches, we conclude
that ILM's do not exist in these lattices, owing to the
presence of higher-order anharmonicities in the realistic
potentials. Although the ILM's do not exist in monatom-
ic lattices with these realistic intersite potentials, the in-
sights and methods presented here will be very helpful for
determining existence criteria for other systems where
ILM's are found, such as in one-dimensional monatomic
lattices with realistic on-site potentials' and within the
phonon gap for one-dimensional diatomic lattices with
realistic intersite potentials. We further show in Sec.
IV C that the new period-doubling ZBM instability found
for lattices with strong cubic anharmonicity also occurs
in Lennard-Jones, Morse, and Born-Mayer lattices. Sec-
tion V concludes the paper, and the Appendix provides
details on our Floquet-based stability analysis.

II. ROTATING-%AVE-APPROXIMATION
STABILITY ANALYSIS

A. Theory

where both of the ILM displacement patterns merge with
the ZBM pattern, and the ZBM remains unstable for all
anharmonicities greater than this. Hence, in this particu-
lar case, the ILM's for a given anharmonicity are predict-
ed to exist if and only if the ZBM for the same anhar-
monicity is unstable.

It has been shown analytically and confirmed by
molecular-dynamics (MD) simulations that ILM's can
also exist in lattices with nearest-neighbor cubic anhar-
monicity added to the harmonic and quartic nearest-
neighbor interactions. ~3z In the work to be presented
here, we establish firm links between ILM's and the ZBM
stability for these more general lattices, similar to the
links described above for harmonic plus quartic lattices.
In Sec. II A we develop a theory for the stability of sta-
tionary anharmonic modes based upon time averages of
the equations of motion. This theory is then applied to
the ZBM in Secs. II 8 and II C. We show that while the
ZBM is always unstable for an infinite harmonic plus
quartic lattice, the addition of a suSciently strong cubic
anharmonicity will in fact stabilize the ZBM. These pre-
dictions are then confirmed by MD simulations. In Sec.
III we show that the anharmonicity thresholds for ILM
existence match the ZBM instability thresholds for a
wide variety of lattices with nearest-neighbor cubic
anharmonicity included. In Sec. IV a difFerent exact sta-
bility method based upon Floquet's theorem is developed
for the ZBM. This method confirms our earlier results
based upon the time-averaging approximations, and snore
importantly, it reveals the existence of new ZBM instabil-
ities not related to the ILM's. In particular, a new ZBM

The potential energy for a one-dimensional periodic
lattice with harmonic, cubic, and quartic nearest-
neighbor interactions is

V= g(u„+,—u„) + g(u„+,—u„)
n

k4+ g(u„+,—u„)
n

where k2, k3, and k4 are the harmonic, cubic, and quar-
tic spring constants, respectively, and u„ is the displace-
ment of the nth particle from its equilibrium position.
For a purely harmonic lattice, the solutions of the equa-
tions of motion are plane waves
u„=uo expIi [co(k)t nka] j, wh—ere a is the equilibrium
lattice spacing, and the familiar dispersion relation is

co(k)=2@ k2/m sin(ka/2). We are interested here in
the ZBM, which occurs for ka =m", in the harmonic ap-
proximation, the time-dependent displacements for this
mode are u„=(—1)"A cos(co t+P), where A is the
mode amplitude, P is an arbitrary constant phase, and the
mode frequency co =2+k2/m is the maximum har-
monic frequency. An anharmonic ZBM with the same
( —1)"displacement pattern also exists in a 1D lattice of
particles interacting via the full potential given by Eq. (1).
To show this, we substitute a trial solution of the form
u„=( —1)"Af(t ) into the equations of motion, obtaining

(2)
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independent of the site index n .Here the cos(co t+P)
time dependence of the harmonic solution has been re-
placed by a general time-dependent function f(t), with

~f( t ) ~

= 1 when f( t ) =0. This normalization is imposed
so that the amplitude A gives the absolute value of the
displacements at the anharmonic ZBM turning points.
Note that the cubic anharmonicity is absent from Eq. (2);
indeed, for a general nearest-neighbor potential, all of the
odd-order terms in the Taylor-series expansion of the po-
tential drop out of the anharmonic ZBM equations of
motion, due to the odd-parity symmetry of the ZBM os-
cillations about each equilibrium site.

An approximate solution of Eq. (2) is found by substi-
tuting cos(tot} for f(t) and making the "rotating-wave
approximation" (RWA), in which we identically write

cos (cot ) =—', cos(tot ) +—,
' cos(3cot )

and keep just the cos(cot) term. This is equivalent to
making the substitution f( t )~cos(tot ) in Eq. (2), multi-

plying by cos(tot ), and time averaging the resulting equa-
tion over the mode period ~=2m /co. Doing this yields

ro /co =1+3A&, (3)

where we have de6ned the dimensionless quartic anhar-
monicity parameter A4=k4A /kz. For standard poten-
tials such as Lennard-Jones, A4& 0 for physically realistic
nearest-neighbor equilibrium separations, and hence the
anharmonic ZBM frequency lies above the maximum
harmonic frequency co

The RWA is simple and accurate: The exact ZBM
time dependence f(t) determined by Eq. (2) can be ob-
tained in terms of Jacobi elliptic functions, and for the
special case k2 =0 of purely quartic interactions, the pre-
dicted RWA ZBM period differs from the exact result by
2%%uo. Moreover, this difference decreases when harmonic
interactions are included. Motivated by this success of

l

the RWA, we now develop a theory for studying ZBM
instabilities based upon a time-averaging method which is
very similar to that discussed above for the RWA. This
method is more analytically tractable than the exact Flo-
quet stability analysis to be presented in Sec. IV and will
provide us with a useful analytical expression for the
ZBM stability criterion for (k2, k3, k4} lattices.

We will eventually need the equations determining
ILM s in general lattices with nearest-neighbor harmonic,
cubic, and quartic interactions, together with the linear-
ized equations for in6nitesimal ZBM perturbations.
Hence the following derivation of the ZBM stability
equations will be kept general enough that the ILM equa-
tions will also be determined along the way. The deriva-
tion is analogous to our derivation of the stability equa-
tions for ILM's in harmonic plus quartic lattices in Ref.
13. Here we assume a trial solution of the form

u„(t)= Ag„(t) cos[tot+P„(t)]+ Ah, „(t),
where time- and site-dependent "static" displacements
[b,„(t)) have now been added to the time- and site-
dependent displacements [g„) and phases [P„) used in
Ref. 13. For the ILM's and ZBM, the [6„]are in fact
independent of the time, whereas with instability pertur-
bations present they acquire an additional time-
dependent part, as will be seen. Their inclusion is essen-
tial for lattices with nonzero odd-order anharmonicity.
We next assume that the quantities [b,„),[g„),and [P„)
all vary slowly on the time scale of the unperturbed mode
period, this being consistent with the evolution of both
the ZBM instability reported in Ref. 15 for (kz, k~) lat-
tices and the ILM instability we studied for the same lat-
tices in Ref. 13. Substituting the trial solution into the
equations of motion and time averaging the resulting
equation over a mode period, we obtain

k2 k3A
(b,„+,+6„,—2h„)+ [(b,„+,—b,„) —(b,„, b,„)]—

+ M'. +i —2k. +i(. cos(0. +i —0.)+(.—C.-i+24-ik. cos(0. -i —4. )
—4)

2m

4A2 3k4A
[(b,„+,—b,„)'+(6„,—b,„)']+

3k4A+ (~.-$ —~. )[g'.-|—2(.-14 cos(4. -1—4.)+k') .
2m

Analogously, a second equation is obtained by multiplying by cos(cot +/„) before time averaging, with the result

k. =(~+4' } k. + u. +1 cos(4. +I 4. ) 2(.+4.—1 cos(4. —1

(4)

2k3 A+ (6„+,—h„)[g„+,cos(P„+,—P„)—g„]—
2k3 A

(~.-i —~.)[k.-i cos(4. -i —4. }—k. ]

3k4A+ 3k4A
(~.+i —~. )'M. +i «s(4. + i

—4. }—k. ]+ (~.—i
—~.}'M.—i «s(4" —i

—4. }—(.]

3k4A+
4 [S.+i c»(4.+i —4.}—4)M'. +i —2k. +i4 «s(4. +i —4. )+k'. )

3k4A+
4 M. —i «s(4. —i

—0. ) —k. ][4'.—i
—2k. —ik. cos(0.—i

—0.)+0'.1. (5)
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Finally, a third equation is obtained by time averaging over a mode period after multiplying by sin(cot +P„):

40.= —2k. (~+4.)+ M. +i »«0. +i —0.)+4-i »«4. -i —4. ) l
m

2k3 A
+ [4+1»n(0.+1—4. )(~.+ i

—~. )—k. —1»n(4. -1—0.)(~.-1—~. ) ]

3k4A2
+ [g„+i sin(Q„+ i

—P„)(b,„+,—b,„)2+g„,sin(P„, —P„)(h„,—A„)2]

3k4A 2

+
4 4.+i»n(0. +i —0.)[k'. +i —24+i@ cos(4. i

—4. )+g]
3k~22

+
4 C.-i »n(0. -i —4. )[C'-i —24. -if. cos(0.-i —0.)+0'. ] . (6)

Since we are assuming that the [g„j, [6„j, and [P„j
vary slowly with respect to the mode period, these quan-
tities are unaffected by the time average.

Equations (4)-(6) are exactly the same as would have
been obtained if instead of performing the time averages
we had made a RWA-like approximation. In this ap-
proach, one first uses trigonometric identities to rewrite
terms such as cos(cot+/„+, ), occurring in the equations
of motion, in terms of cos(P„+i—P„)cos(tot+/„) and

sin(P„+i —P„)sin(tot+/„), and then simplifies all of the
terms involving powers of cos(cot+/„) and sin(tot+/„)
by rewriting them in terms of static quantities plus terms
involving sin( Icot +P„) and cos( /cot +P„), where
1=1,2, 3. Equations (4)-(6) are then obtained by sepa-
rately equating the static, sin(cot+/„) and cos(tot+/„)
terms, neglecting higher-order harmonics. We note,
however, that the RWA method for obtaining these equa-
tions obscures the fact that they are not applicable for
rapidly growing instabilities, i.e., those whose growth
rates have real or imaginary parts comparable with the
mode frequency. Indeed, when such instabilities are

I

I

found in our MD simulations, they are not well described
by the time-average instability analysis, necessitating the
more general Floquet analysis to be described in Sec. IV.
Nevertheless, we will see that for the important case of
slowly growing instabilities, the time-average method
works very well. For simplicity, we will often refer to
this method as the RWA stability analysis, although its
derivation via tine averaging more accurately refiects its
correct physical context.

We now write g„=g„+5/„(t), $„=5/„(t), and
b„=h„+56,„(t), where the [g„j and [h„j are normal-
ized dynamic and static displacements that describe the
unperturbed stationary mode and where the time-
dependent terms are infinitesimal perturbations. There
are no [P„j here, since they are site independent for both
the unperturbed ZBM and ILM's —these modes have ad-
jacent particles moving n out of phase, and this is includ-
ed in the j g„j. The zeroth-order versions of Eqs. (4)-(6)
are the same as the equations derived by Bickham,
Kiselev, and Sievers for stationary ILM's in the same
(k2, k3, k4) lattices considered here, namely,

0=50+,+50,—2b,„+A,[(h„~,—dP„) —(5„ i
—&„) ]

+-,'A3[(C'. +i —0'. )'—(4'-i —0')']+A4[(~'+i —~')'+(~'-i —~')']
+—,

' A4[( b,„~,—h„)(g„+i
—g„) + (b,„ i

—4„)(g„ i
—g„) ],

, 4'. =-,'(4'. +i+4-i —2F )+-,'A3[(~'+ i
—~'. )(C'+ i

—P. ) —(~'.- i
—~')(4'- i

—4')]
m

+-.'A~[(~'+ i
—~'. )'(F + i

—4'. )+(~'- i
—~')'(4'- i

—F ) ]

+ —,', A4[(C'+ i
—4'. )'+(4'. —i

—0'. )'] .

(7)

Here we have defined the additional dimensionless cubic anharmonicity parameter A3=—k3 A /k2. These are the equa-
tions for stationary ILM's. (For the case of traveling ILM's, the solutions must also include an unperturbed site- and
time-dependent phase. i ' ' ) For the ZBM, [60 ]=0, and we have only a single zeroth-order equation, which is
equivalent to Eq. (3).

The first-order equations involve first time derivatives, which can be eliminated by making the substitutions
$„=5/„/co, g„=5/„/c0, and p„=56„/co. We have included the co factors here, in anticipation of casting the first-
order equations into dimensionless form. These substitutions double the number of variables, but if we assume that the
perturbations have an exponential time dependence exp(A, t ), we can reduce the problem to an eigenvalue problem in-
volving A, /co. The mode will be unstable if a perturbation is found having a growth rate A, with a positive real part. The
six first-order equations for the nth particle are then
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—p„=—4qI54„+)+56„,—25k„+2A3[(b,„+,—6„)(56„+, 5—b,„)—(6„,—b, „)(5b,„,—5b,„)]

+A [(e+ —e )(5k. +
—5C. }—(e ——I'. )(5k. — —5k. }]

+3A4[(b,„+, 6„)—(5b,„+)—5b„)+(b,„, b,„)—(5b,„, 5h„—)]

+3Ad~'+i —~'}{P+i—0'. )(54+i —5k. }+3Ad~' —i
—~'}{F—i P){5k.—i N'. }

+ -, A4[(e.'+1 —e')'(5~. +1
—5~.)+ (k'. -1—I'. )'(5~.-1—5~. ) ] ]

—(„=5(„+2(„f„+—,'riI g'„+,+5(„,—25(„+2A,[(60+,—b,„)(5(„+,—g'„)—(b,„,—b,„)(5(„,—g'„)]

+2A3[(g„+,—g„)(5b,„+,—5b,„)—(g„,—g„)(5b,„,—5b,„)]
+ 3A4[( b 0+,—60 )'(5$„+,—5$„)+( b,„,—b o

) (g'„,—5$„)]

(9)

+6A4(g„+ i
—g„)(h,„+,—b, „)(5b,„+,—5b,„)+6A4(g„ i

—P )(6„ i
—b, „)(5b,„ i

—5b,„)
(10)

+ [4'+i(50.+ i 54. )—+0'. -i(54.-i —50. }

+2A3M'. +i(~'. +i —~n)(50m+i 54.—) Fn i(—~n i ~n)(50. i 50.}]—

+3A4[d+i(~'+i —~'. )'(5{{).+i —54. )+0'. i(~'. i ~'. )'(50. -i —5{{).}]

+ lA4[0'+i(k'+i —0)'(54.+i —54. )+k'. -i(P-i —0')'(5{(.-i —50. )]]

n Pn~ (12)

(13)

(14)

The stability equations then reduce to

A{k a)
p(k a)= —(2—ri) sin (k a/2)5b(k a)

—qA3sin(k a)5g(k a),
A(k a)

g(k a)=5)(k a)+2/(k a)

(15)

where we have introduced the dimensionless parameter
ri=—co /co in addition to A3 and A4. To determine A, , we

need to solve a 6m X 6m eigenvalue problem, where m is
the number of sites included in the perturbation.

The number of sites needed to determine the stability
of an ILM is restricted by the mode's localization. No
analogous simplification is possible for the ZBM; howev-

er, we can use the homogeneity of the ZBM to reduce its
stability analysis to an effective one-particle problem by
rewriting the quantities I5$„], I5b,„],and [5P„] as spa-
tial Fourier series:

—(3—2') cos~(k a/2)g'(k a)
—2riA3 sin(k~a )56(k~a ), (16)

A(k a)
56(k a)=p(k a),

A(k a)
g'(k a }=g(k a },

(18)

(19)

A(k a)
g(kza ) = —2((k„a )+sin (k a /2)5$(kza ), (17)

g'„= g ( —1)"5$(k~a)exp(ink a),
kp

A(k a)
5$( k a ) =g( kza ) . (20)

5P„=+5/{k a) exp(ink a),
kp

5b „= i g 5b, (k~a ) exp(—ink~a ),
kp

f(k~a )=5(P(k a )/co,

g{k a)=5/{k a)/co,

and

p(k~a )=56(k a )/co .

We have chosen our definitions of the Fourier coefficients
so that Eqs. (15)—(20) remain simple. Note that k„a
refers to the perturbation of the ZBM envelope
g„=( —1)". Also, it is easy to see that
igk~a)=A. ( k~a), 56(k~a)=——56( —k a), 5$(k a)
=5/( —

k~a), and 5$(k~a)=5/( k~a). Hence we c—an
restrict our attention to k a in the range 0 to m'.

B. Harmonic plus quartic case {k2, k4 )
To more clearly elucidate the physics of the ZBM in-

stability, we will first discuss the simpler case of a ZBM
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in a harmonic plus quartic lattice. In Ref. 15, the stabili-

ty of this system's ZBM was investigated using an en-

velope soliton approximation, which restricts the analysis
to small k a perturbations. Here we use our much less
restrictive time-average analysis, which places no con-
straints on the perturbation wave number k a. In the ab-
sence of cubic anharmonicity, there are no static dis-
placement perturbations [5b„],and the dispersion rela-
tion for the growth rate A,(k a ) is given by

A, (k a) 2A, (k a)
+ [1+(2—ri}cos (k a/2)]

+sin~(k a/2)[1 —(3—2g) cos (k a/2)]=0 .

(21)

The corresponding perturbation eigenvectors are deter-
mined from Eqs. (15)-(20). The solutions for
[A(k a )/co] are real for all k a, provided ai/co & 1/2.
Consequently, for the systems under consideration here
(A4&0), the growth rate is always purely imaginary or
purely real, producing either stable oscillating perturba-
tions or pairs of exponentially growing (unstable) and de-
caying (stable) perturbations, respectively. We find that
there are positive [A.(k a )/t0] solutions and hence unsta-
ble perturbations, provided

' 1/2

0&k a &2cos
3 —2co~ /cia

(22)

For co/t0 & 1, this inequality is always satisfied for some
range of k a values. Since all perturbation wavelengths
are allowed for an infinite lattice, the ZBM on an infinite
harmonic plus quartic lattice is ulicuys unstable. This re-
sult was also found by Budinsky and Bountis, who
determined instability thresholds for ZBM's in (k2, k~)
lattices by using a method related to the exact Floquet
method used here in Sec. IV. However, in Ref. 29 insta-
bility growth rates were not given; nor were connections
made between the ZBM instability and ILM's.

For a Pnite periodic lattice, only certain wave-vector
perturbations are allowed, owing to the boundary condi-
tions. If all the kza's satisfying Eq. (22} fall below the
first nonzero allowed k a, the ZBM would be stable.
However, even for a lattice as small as 20 particles, this
finite-chain stability criterion is not very restrictive. For
example, if k2 and k4 are obtained from an expansion of
a Lennard-Jones potential about its minimum, the ZBM
is unstable for A /Ro & 0.01, where Ro is the particle sep-
aration at the minimum. In the next subsection, we will
show that the inclusion of cubic anharmonicity imposes a
much more restrictive constraint on the appearance of
the instability.

We used molecular-dynamics simulations to directly
confirm our perturbation theory predictions by numeri-
cally integrating the equations of motion via the fifth-
order Gear predictor-corrector method. For all of the
MD simulations in this paper, the mass was taken to be
39.95 amu, the lattice constant a was 1 A, and the har-
monic spring constant, when included, was k2=10.0'2
eV/A . The time steps were chosen such that there were

at least 80 steps per mode oscillation for all runs, and the
ZBM instability runs were done for a 40-particle lattice
with periodic boundary conditions.

Two different methods were used to determine the
growth rates for the instabilities seen in the simulations.
In the first, we plot ln(~tt„+u

~ }, where tt„and u are
displacement maxima at appropriately chosen sites. For
example, for a perturbation

5u „=( —I )"5$(k a ) cos( nk a )

with k a=0.2m, we plot in(~uo+u5~) at the t't„=0 dis-

placement maxima versus time. The sum eliminates the
unperturbed A( —1)" terms, leaving just the perturba-
tion, so that the slope of the plot gives the growth rate.
This is the same method we used to determine the growth
rates for the unstable odd-parity mode in Ref. 13. Be-
sides this "displacement difference" method, one can also
directly project out the growing displacement by taking
advantage of the orthogonality of the different spatial
Fourier components. Thus, at the displacement maxima,

5u(k a)=——gcos[n(k a +m. )]u„(t)=2
n

=&25('(k a) exp(At),

and the growth rate can be determined from the slope of
the 1n~5tt(k~a ) ~

versus time plot. For both methods, the
slopes are determined by a least-squares fit to the MD
data. The largest discrepancies between the two methods
were found for the fastest growing perturbations, which
occur for the purely quartic ZBM—faster rates mean
that there are less MD data available for determining the
slopes, owing to the system passing out of the region of
validity of the linearized stability analysis. For the pure-
ly quartic case, the growth rates measured by these two
methods difFer by roughly 5%, reflecting the errors in the
slopes determined from the least-squares fits. For the
more general (k2, k4) lattices discussed below, the mea-
sured growth rates for the two methods are within = 1%.
Thus these methods typically agree very well, and in the
remainder of the paper, we will use just the projection
method, unless otherwise noted.

Figure 2 compares the predicted [Eq. (21)] and mea-
sured instability growth rates as a function of the pertur-
bation wave number k a for the ZBM in a lattice with
periodic boundary conditions. The anharmonicity pa-
rameter is A4=0.068. The MD growth rates were deter-
mined from runs for a 40-particle lattice with the ZBM
seeded with the predicted phase and displacement pertur-
bations for the k a values under consideration. Our pre-
dicted and measured growth rates are seen to be in excel-
lent agreement. Similar agreement was found for a much
weaker anharmonicity parameter A4=0. 0067. For a
Lennard-Jones potential expanded about its minimum,
k4/kz is approximately 50/Ro, where Ro is the particle
separation at the minimum. For this value of k4/k2, the
preceding anharmonicity parameters A4=0. 068 and
A4=0. 0067 correspond to amplitudes A /Ro =0.037 and
A /Ro =0.012, respectively.

As noted above, we also determined the ZBM instabili-
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FIG. 2. Predicted and measured growth rates in units of co,

as a function of the perturbation wave number k~a for a ZBM
instability perturbation in a (k&, k4) lattice, with periodic
boundary conditions. The anharmonicity parameter is
A4=0. 068. The solid curve gives the RWA time-average stabil-

ity analysis predictions, and the symbols are obtained from MD
simulations for a 40-particle lattice, using the projection method
(circles) and the displacement method (squares), as discussed in
the text.

ty growth rates for a purely quartic lattice. Even in this
extreme case, where the fastest growing perturbation has
a growth rate =25% of the unperturbed ZBM frequency,
the predicted and measured rates were found to differ by
less than 10%. For more realistic cases, as exemplified by
the A4=0. 068 case of Fig. 2, the predicted and measured
growth rates differ by =1% or less. Thus the ZBM in-
stability in a (k2, k4) lattice is well described by our
RWA (time-average) stability analysis.

As the anharmonicity parameter A4 and hence as the
ZBM frequency increases, Eq. (22) predicts that the range
of k~a for which instability perturbations exist expands to
include shorter-wavelength perturbations. Not only does
the range of k a for which there are instabilities increase,
but the value of kpa for the fastest growing instability
also increases. Figure 3 plots kza for the fastest growing
ZBM instability as a function of the anharmonicity pa-
rameter A4. The wavelength associated with (k a ),„in-

troduces a new characteristic length into the problem.
Figure 4 reveals that a very close relationship exists be-
tween this characteristic length and the spatial extent of
the intrinsic localized modes. In this figure we compare
this characteristic length with the predicted infinite lat-
tice odd-parity ILM localization for the same frequency
ZBM and odd-parity ILM's. It is appropriate to com-
pare equa/-frequency ILM's and ZBM's since the ZBM
instabilities do not change the ZBM frequency. The
odd-parity ILM localization was determined by multiply-
ing the number of sites with displacement g„greater than
0.1 of the central particle displacement g= 1 by the in-

terparticle equilibrium separation a. A similar plot is ob-
tained when we use the even-parity ILM instead of the
odd. The remarkable agreement between the ILM locali-
zation and the (kza)~„wavelength strongly suggests
that the characteristic length introduced by the ZBM in-
stability is just the ILM localization.

To further investigate this connection, we must go
beyond the infinitesimal perturbation regime of our sta-
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FIG. 3. RWA stability analysis predictions of (a) the largest
instability growth rate A, ,„, and (b) the corresponding wave

number (k~a ),„,as a function of the quartic anharmonicity pa-
rameter A4 for ZBM's in an infinite (k2, k4) lattice. For refer-
ence, the dashed line gives the corresponding quantities for a
purely quartic lattice. The wavelength associated with (k~a ),„
introduces a new, anharmonicity-dependent, characteristic
length scale, as discussed in the text.
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FIG. 4. Characteristic ZBM instability length scale
2m'/(k~ ),„(solid line) and the odd-parity ILM localization (cir-
cles) as functions of the ZBM frequency and the ILM frequency,
respectively, for an infinite (k~, k4) lattice. The ILM localiza-
tion is determined by multiplying the number of sites having
displacements ~g„~ 0. 1 by the interparticle equilibrium separa-
tion a. The close agreement between these two quantities

strongly suggests that the ILM localization is the characteristic
length scale associated with the ZBM instability.

bility analysis, and for this we turn to MD simulations.
We find from the simulations that the instabilities follow
the exponential growth predicted by the infinitesimal
analysis until they reach magnitudes of roughly 10% of
the unperturbed mode amplitude. Beyond this, the
higher-order terms in the perturbation become impor-
tant. Figures 5 and 6 give MD results showing the non-
linear evolution beyond the linear theory exponential
growth regime, for the predicted fastest growing ZBM in-
stability in a 40-particle periodic lattice. The figures are
for two different values of the anharmonicity parameter
A4, and in each case the instability is seen to evolve into
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FIG. 5. Finite time evolution seen in a MD simulation of the
predicted fastest growing ZBM instability perturbation in a 40-
particle (k&, k4) lattice, with periodic boundary conditions. The
anharmonicity parameter is A4=0.0067, and the unperturbed
ZBM amplitude is A =0.015a. The ZBM was seeded with the
velocity and position perturbations predicted by our RWA sta-
bility analysis for the fastest growing ZBM instability perturba-
tion, which occurs for (k~a),„=0.1(hr. The maximum ampli-
tude for the perturbation seed is 1% of the unperturbed ZBM
amplitude. The figure gives longitudinal displacements at the
oscillation maximum; they are plotted in the vertical direction
for clarity. The same vertical unit is used in each panel.
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an array of localized excitations. Furthermore, the
higher-anharmonicity ZBM evolves into more localized
excitations, and consistent with the linearized theory
comparisons made in Fig. 4, we find that the frequencies
of the localized excitations differ by less than 1% from
the corresponding unperturbed ZBM frequencies. It
should be noted that the localized excitations shown in
Figs. 5 and 6 are not exact ILM's in the sense of satisfy-
ing the equations for stationary ILM s in an infinite lat-
tice. However, by the virtue of their localization, they
strongly support our identification of the ZBM perturba-
tion (k a),„ length scale with the ILM localization, as
revealed by Fig. 4.

We have thus established a close connection between
the ZBM instability and ILM s in a (k2, kz) lattice. We
have seen that the ZBM is always unstable in an infinite
(k2, k4) lattice, and from previous work we know that
ILM's always exist in such a lattice. In contrast, we will
now demonstrate that the addition of cubic nearest-
neighbor anharmonicity can stabilize the ZBM. In Sec.
III we will then show that there is a direct relationship
between the ZBM stability and the existence of ILM's in
these more realistic lattices.

C. Harmonic, cubic, plus quartic case ( k2, k 3 k4 )

For realistic potentials, such as Lennard-Jones, the
magnitude IA3I of the cubic anharmonicity parameter
exceeds that of the quartic parameter A4 for ZBM ampli-
tudes below =20% of the nearest-neighbor separation.
Obviously then, one should include cubic as well as quar-
tic anharmonicity when approximating these potentials.
The effects of adding nearest-neighbor cubic anharmoni-
city upon the (k2, k4) ZBM instability are illustrated by
Fig. 7, which compares the measured MD and predicted
growth rates for ZBM's in lattices with the same quartic
anharmonicity (A4=0. 068), but different values of the
cubic anharmonicity (A3=0.0, —0.096, —0. 19). For all

0.08

0.04

time = 14.5 0.00
0.00 0.25 0.50

k a (units of z radians)

FIG. 6. Same as Fig. 5, except that here A4=0. 068, the un-
perturbed ZBM amplitude is A =0.048a, the fastest growing
ZBM instability perturbation occurs for k~a=0. 25m; and the
maximum amplitude of the perturbation seed is 0.1% of the un-
perturbed ZBM amplitude. Comparison with Fig. 5 shows
clearly that larger anharmonicity increases the resulting finite-
time vibrational localization, consistent with the connection es-
tablished in Fig. 4 between the ZBM instability characteristic
length scale and the ILM localization.

FIG. 7. Predicted and measured ZBM instability growth
rates vs the perturbation wave number k~a for a (k2, k3, k4) lat-
tice, with periodic boundary conditions. The quartic parameter
A4 is 0.068 for all three cases shown, and the cubic parameter
A3 is equal to 0.0 {solid curve), —0.096 (dashed curve), and—0.19 (dot-dashed curve). The curves give the time-average
RWA method predictions, and the symbols are the correspond-
ing growth rates measured from MD simulations for a 40-
particle lattice, using the projection method. Note that as iA3i
increases, the growth rates decrease. This leads to the stabiliza-
tion of the ZBM against this type of instability for a suSciently
large cubic anharmonicity.
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three cases, the agreement between the measured and
predicted growth rates is excellent, verifying our time-
averaged R%A method predictions. Furthermore, the
k3 %0 growth rate curves are very similar to the ( k2, k4 )
ZBM growth rate curves discussed in the previous sec-
tion. For both the k3 =0 and k3WO cases shown in Fig.
7, the growth rate is zero for k a =0, increases toward a
maximum as k a increases, and then falls back to zero at
a value of k a above (k a ),„. Note that the locations of
both (k a ),„and the upper A,(k a )=0 boundary for the
curves of Fig. 7 decrease as ~A3~ increases. This suggests
that this ZBM instability might be eliminated by a
suSciently strong cubic anharmonicity.

Using these observations of the k3%0 growth rate
curves as a guide, a stability criterion for this ZBM insta-
bility can be determined by considering the iL(k~a)=0
solutions of Eqs. (15)—(20). There are two such solutions.
One of these is k a =0, which corresponds to the obvi-
ously stable and uninteresting ZBM perturbations con-
sisting of an increased overall amplitude A, the addition
of a constant phase to each of the particles, or a uniform
translation. A second solution is determined by the equa-
tion

III. ILM's IN (kz, k3, k4) LATTICES

With cubic anharmonicity included, the ILM s are ac-
companied by amplitude-dependent static distortions
Ib,„I not present for k3=0. Figure 8 displays the
RWA-predicted frequencies as a function of mode ampli-
tude for these more general ILM's in four 40-particle lat-
tices having the same quartic anharmonicity
k4/k2 =50/a, but with different cubic anharmonicities
k3/k2=0, —8/a, —10/a, —14/a, where we are using
the equilibrium separation a as a natural unit of distance.
The even- and odd-parity ILM curves are displayed in
Figs. 8(a) and 8(b), respectively, and for comparison the
predicted frequencies of the ZBM are also included. As
discussed in Sec. IIA, the ZBM frequencies with and
without k3 are identical, owing to symmetry considera-
tions; hence there is only one ZBM curve in each panel of
Fig. 8. The predicted frequencies were generated using a
standard nonlinear equation solver which seeks simul-
taneous solutions of the equations of motion (7) and (8)
for all 40 particles in these lattices. First, we obtained
solutions for the largest amplitude modes using the pure
quartic displacement patterns as the initial input to the

892A2
'-'"

cos(k a/2)= 3 —2r)—
2 —g

3.0
(a)

where we recall that ri=co /co =(I+3A&) '. For the
growth rate curves shown in Fig. 7, Eq. (23) determines
the upper A,(k a ) =0 boundary for which there are unsta-
ble perturbations. Hence we expect that ZBM's with
anharmonicities for which there are no real solutions to
Eq. (23) most likely do not have instabilities of the form
found earlier for the (kz, k~) ZBM's. Indeed, the exact
stability analysis to be presented in Sec. IV reveals that
there are at least two types of ZBM instabilities in

(kz, k3, k~) lattices. The first is similar to that found for
the (k2, k4) ZBM's and has purely real growth rates. The
second type of ZBM instability has complex growth rates
which produce oscillations at frequencies comparable to
the unperturbed mode frequency. Because of these rapid
oscillations, this second type of instability is not described
by our time-average analysis, which assumes a slowly
varying growth rate. Nevertheless, we can still determine
a stability criterion for the first type ("ILM-related" )

ZBM instability. For finite ( k 2, k3, k4 ) lattices with

periodic boundary conditions, this is done by using the
smallest nonzero value of k a allowed by the boundary
conditions in Eq. (23) and rewriting the resulting equa-
tion in terms of A3 and A4. Applying the same procedure
for an infinite lattice yields the ILM-related ZBM insta-
bility criterion.

3A4+18A4~ 4A3 . (24)

He« the infinite lattice solution (k a =0) of Eq. (23)
gives the equality, and the fact that the (kz, k4) ZBM's
are unstable determines the sense of the inequality. In
Sec. IV we will verify this criterion using our exact stabil-
ity analysis.
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FIG. 8. Frequency vs amplitude plots predicted by the
RWA for {a) the even-parity and {b) the odd-parity ILM's
in four different %=40 periodic boundary condition lattices
all with the same quartic anharmonicity k4/k2=50/a, but
with various values for the cubic anharmonicity
(k3/k2=0. 0, —8/a, —10/a, —14/a). The broken curves give

the ILM frequencies, with the
~ k, ~

values at A /a =0.2 decreas-

ing from bottom to top in each panel. For comparison, the solid

curve in each panel gives the predicted ZBM frequencies, which

are independent of k3, and the squares give the amplitudes
above which the ZBM is predicted to become unstable for the
dimerent values of the cubic anharmonicity k3/k2. For each
value of k3/k2, the even- and odd-parity ILM frequencies
merge with the ZBM frequency at the same amplitude, and this

amplitude is also the threshold amplitude for the ZBM instabili-

ty, as discussed in the text.
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routine, and then we decreased the amplitude in small

steps, using the solution found for the previous step as
the input for the current step. We were thus able to pre-
dict frequencies, dynamic displacements, and static dis-
placements for ELM's over a wide range of amplitudes.

For suSciently strong cubic anharmonicity, a
(k2, k3, k4) interparticle potential can possess a double
minimum. However, for the realistic potential functions
considered in this paper, double minima are not found for
(kz, k3, k4 ) expansions about reasonable equihbrium sepa-
rations. ' Accordingly, we will restrict our attention to
ILM s in single-miminum (k2, k3, k4) lattices. For a
k4/k2 =50/a lattice, the condition for a single
minimum is 0& ~k3/k2~ & 14. 1/a, and it is seen that the
cubic anharmonicities for the ILM's of Fig. 8 cover this
range. Also, in the numerical work of this paper, we
have restricted our attention to negative values of k3,
since this holds near the potential minimum of a typical
interatomic potential composed of a strong repulsive part
and a weaker attractive part. However, this is not a limi-
tation, since the predictions for positive k3 are readily ob-
tained from the negative k3 results given here.

While the ZBM frequencies are independent of k3, we
see in Fig. 8 that the k3=0 and k3%0 ILM frequency
versus amplitude curves are quite different. For k3=0,
the ILM curves monotonically decrease with decreasing
amplitude before merging with the ZBM curve. For the

infinite lattice, the odd- and even-parity ILM curves
would merge with the ZBM curve at zero amplitude,
whereas for the k3 =0 40-particle periodic boundary con-
dition lattice results of Fig. 8, they all merge at an ampli-
tude A =4.6X10 a and a frequency co/ro =1.0016.
However, for the k3%0 ILM's, it is seen that just before
merging with the ZBM curve, the ILM frequencies actu-
ally increase with decreasing amplitude over a small am-
plitude range, in sharp contrast to the monotonically de-
creasing frequencies for the k3 =0 case.

In order to further illustrate the difFerence between the
k 3 0 and k 3%0 ILM's, we now compare in more detail
the extreme cases of Fig. 8, namely k3 =0 and

k3/k2 = —14/a. Figure 9(a) displays the frequency
versus amplitude predicted by the RWA for both the
odd- and even-parity ILM's and for the ZBM in the
k 3 0 lattice, while Fig. 9(b) gives the corresponding pre-
dictions for k3/kz = —14/a. Note that for a given value
of k3, the odd- and even-parity ILM's merge with the
ZBM at the same amplitude; this holds for the other two
values of k3/kz in Fig. 8 as well. As a check on the
RWA predictions, we also include in Fig. 9 "experimen-
tal" frequencies measured in MD simulations. Our pre-
dicted and measured frequencies are found to differ by a
few percent at most.

These differences between the frequency versus ampli-
tude behavior for k3 =0 and k3%0 ILM's are refiected in
their dynamical displacement patterns Ig„i. This is
clearly seen in Fig. 10, where we compare the patterns for
k3 =0 ILM's and k3/k2 = —14/a ILM's having the same
frequencies. Only k3+0 ILM's with amplitudes greater
than that for the co/co minimum in Fig. 9(b) are includ-
ed in Fig. 10—the k3+0 ILM patterns for the region be-
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FIG. 9. Predicted frequency vs amplitude plots for the ZBM,
the odd-parity ILM (0), and the even-parity ILM (E) in (a)
(k2, k4) and (b) (k2, k3, kq) N =40 periodic boundary condition
lattices. For bath lattices, k4/k2 =50/a', and the k3/k2 values
are labeled. The symbols are the frequencies measured from
MD simulations of these modes. Note that the ILM's in the
k3%0 case merge with the ZBM's at a significantly higher am-
plitude campared to the k3 =0 case.
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FIG. 10. Predicted odd-parity ILM dynamic displacement
patterns as a function of the mode frequency for the two lattices
of Fig. 9. Only patterns for modes with amplitudes to the right
of the k3%0 odd-parity ILM frequency minimum in Fig. 9 are
given here. The accompanying static distortions for the k3%0
cases are not shown. Note that the k3%0 ILM pattern remains
localized as the frequency decreases, while the k3 =0 ILM pat-
tern spreads out. The value of g is unity for all six cases.
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tween the minimum and the ZBM-ILM frequency merger
will be discussed later. For the ILM's shown in Fig. 10,
the k3%0 modes are seen to remain highly localized on
three particles as the frequency and amplitude decrease,
whereas the k3 =0 mode spreads to a width of =7 parti-
cles for the lowest-frequency case.

Figure 11 displays the predicted static displacements
for the lowest-frequency k3%0 ILM shown in Fig. 10.
The origin of the static displacements Ib,„I, which are
present for k3%0 but not for k3 =0 ILM's, is simply that
the presence of k3 renders the interparticle potential
asymmetric, which in turn results in the particles time-
averaged displacements being amplitude dependent. Ow-
ing to the odd-parity symmetry of the mode, there is no
static displacement on the central particle. However, the
static displacements for all of the other particles are
nonzero, and they are seen to vary strongly in the region
where the dynamic displacements given by Fig. 11(a) are
large. Away from the region of large dynamic displace-
ments, the static displacements decrease linearly, so that
there is a constant static strain ( (b,„+)—b,„)A /a I away
from the mode center. Indeed, for these periodic bound-
ary condition lattices, numerical calculations show that
the magnitude of this strain decreases as the total number
of particles in the lattice is increased, reflecting the fact
that the local "stress" introduced by the presence of the
ILM is distributed over more particles.

It is interesting to note that Eq. (8) can be rewritten
identically as

~Yn 2(n+ I, n) I. Pn+) Pn i+ 2(n, n —()i' —) kn j

+
4 « ~ '(((C'. +) 0')'+—(C'-) —P )'j

where the

(a)

0

Particle

Particle

FIG. 11. Predicted (a) dynamical displacement pattern and

(b) static displacements for the co/u =1.1 k3%0 odd-parity
ILM shown in Fig. 10. The value of g is unity, and the (h„J
are plotted to this scale. The static displacements locally renor-

malize the harmonic spring constant for this mode, as discussed

in the text. There are no static displacements for the k3=0
ILM's.

I "~(n+) n) =kz+2k3 ~ (~'n+) —~'n)

+3k4A (6 „+,—b,„) J

are site-dependent "renormalized" harmonic force con-
stants appropriate to the new equilibrium positions deter-
mined by the static displacements Ih„j. The quartic
anharmonicity is not renormalized, since fifth- and
higher-order anharmonic terms are neglected in the
( k2 k3 k4 ) approximation. Formally, the above equation
is equivalent to the RWA result for a purely quadratic
plus quartic lattice which has site-dependent harmonic
force constants. This site dependence is strong near the
mode center, where the static displacements are rapidly
varying, but away from the mode center the static strain
is uniform, and the effective harmonic force constants be-
come site independent —they are just the quasiharmonic
force constants appropriate to the strained lattice. For
the k3%0 ILM's of Fig 10,. the dynamical behavior is
thus formally similar to that of an impurity mode in a
(k2, k4) lattice having defect-induced harmonic force
constant weakening which enhances the mode's localiza-
tion.

A striking feature of the k3%0 ILM curves in Fig. 8 is
the presence of a small amplitude range over which the
ILM frequencies actually increase as the amplitude is de-
creased. At the lower end of this amplitude range, these
ILM's have become the ZBM, and because of the symme-
try of the ZBM oscillations about each particle equilibri-
um site, they have become independent of the cubic
anharmonicity. As the amplitude for each of the k3%0
ILM's of Fig. 8 is decreased beyond that at the minimum
of co/(0, their mode patterns rapidly broaden, and the
role of cubic anharmonicity in their dynamics quickly de-
creases. Likewise, there is a rapid decrease in the size of
the static displacements and the associated harmonic
force constant renormalization discussed above.

As seen in Figs. 8 and 9, the odd- and even-parity
ILM's for a given cubic anharmonicity merge with the
ZBM at the same amplitude. This "bifurcation" ampli-
tude is the amplitude above which ILM s exist, and it in-
creases with increasing cubic anharmonicity for the four
cases included in these figures. This amplitude is inti-
mately connected with the threshold amplitude for ZBM
instability, obtained from Eq. (23). The solid diamonds
on the ZBM curves of Fig. 8 give the ZBM instability
threshold amplitude for the four values of the cubic
anharmonicity considered, and they are seen to be identi-
cal with the corresponding ZBM-ILM bifurcation ampli-
tudes. This is further illustrated in Fig. 12, where the
solid curve gives the 40-particle lattice ZBM instability
threshold for general values of the anharmonici. ty param-
eters A3 —=k3A/kz and A4:—k4A /kz of Sec. II, and
where the circles are ZBM-ILM bifurcation points far
the four values of the cubic anharmonicity of Fig. 8, to-
gether with two additional values, namely

k3/kz = —6.5/a and —5.0/a. The bifurcation points
for all six values of k3/kz are found to fall precisely on
the ZBM instability curve, with the points for larger
k 3 /k z occurring farther from the origin. Not only are
the ILM-ZBM bifurcation and ZBM instability threshold
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FIG. 12. Predicted RWA time-averaged method ZBM stabil-

ity boundary (solid curve) as a function of the anharmonicity
parameters (A3, A4) for a 40-particle (k2, k3, k4) lattice, with

periodic boundary conditions. The circles are the calculated
ILM existence thresholds, which are seen to match the predict-
ed RWA method ZBM instability thresholds. These thresholds
were also found to agree for N=6, 10, and 20 particle periodic
boundary condition lattices. We restricted our attention to
single-minimum fkz, k3,k4} potentials, as discussed in the text.
The (A3, Aq} values corresponding to these single-minimum po-
tentials lie to the left of the dashed curve (Ref. 31).

amplitudes identical for these n =40 periodic boundary
condition lattices, but the same results were found for
N=6, 10, and 20 periodic boundary condition lattices for
the same anharmonicities. Hence, in all of these lattices,
the ILM s are predicted to exist if and only if the corre-
sponding ZBM's are unstable.

As a further test of this conclusion, we will now com-
pare the ILM existence threshold determined empirically
for a free boundary condition finite lattice by Bickham,
Kiselev, and Sievers~ with our predicted RWA ZBM in-
stability threshold for this case. Although our work has
utilized periodic boundary conditions, it is not necessary
to consider the free boundary condition case separately
for this comparison; instead, we can use our infinite lat-
tice periodic boundary condition ZBM threshold result
Eq. (24), as will now be discussed. Well away from the
ILM central regions, the constant static strains
[(5„+i

—lP„)A /a ] occurring for k&%0 decrease with in-
creasing particle numbers, as pointed out earlier, and
hence vanish for the infinite lattice. In comparison, for
ILM's in a one-dimensional lattice with free ends, the
static strains vanish away from the mode center for both
the finite and infinite lattices, provided that the dynami-
cal displacements are well localized. Since it is just the
strains (as opposed to the static displacements them-
selves) which enter the equations determining the ILM's,
it is seen that within the region of nonzero dynamical dis-
placements, the periodic boundary condition ILM's for
the infinite lattice are identical with the free-end ILM s
for either the infinite or finite lattice cases. (Again, this
assumes that the free-end finite lattice ILM is well local-
ized in the interior of the lattice. ) Thus it is appropriate
to compare our infinite lattice ZBM instability threshold
Eq. (24) with the free-end ILM existence thresholds
found empirically in Ref. 24. Consistent with our con-
clusion at the end of the previous paragraph, we find that
the agreement between these thresholds is very good for

(A3, A4) values appropriate to the single-minimum

(kz, ki, k4) potentials considered here. For values of ~Ai ~

outside this range, we find that the ILM existence thresh-
old given in Ref. 24 closely follows the (k2, k~, k4)
double-minimum potential threshold.

We have established that for a variety of (k2, k3 k4)
lattices, ILM's are predicted to exist if and only if the
ZBM for the same anharmonicity is unstable. Hence the
ZBM instability criterion given by Eq. (24) for an infinite
lattice, or by Eq. (23) for a finite lattice, is also the ILM
existence criterion. This result suggests that in more gen-
eral cases, such as the full realistic potentials V(r) dis-
cussed in the next section, the presence of a ZBM insta-
bility in a lattice is a good indication of the existence of
ILM's. However, the actual situation is more complicat-
ed than this. The exact ZBM stability analysis presented
in the following section reveals that for both the case of
lattices with full realistic potentials and lattices with
(ki, k&, k4) potentials, there exists a second type of ZBM
instability, which is unrelated to the ILM s and is not
well described by the RWA. As opposed to the RWA-
predicted ILM-related ZBM instability of the present sec-
tion, the new type of instability can have fast growth
rates, comparable with the mode frequency. Interesting-
ly, the new instability does not coexist with the ILM-
related ZBM instability, and all of our RWA results of
Secs. II and III will be unaffected.

IV. FLOQUET ZBM STABILITY ANALYSIS

A. Theory

The RWA time-averaging stability analysis of the pre-
vious sections is based upon an assumed form

u„(t )= A [[g„+5/„e~']cos[tot+5$„e~']

+b,„+5k„e 'j (26)

of the time-dependence, and it is further restricted to in-
stability growth rates that are much smaller than the
mode frequency. Fortunately, these approximations hold
well for the instabilities discussed to this point, as is evi-
denced by the excellent agreement between our predicted
ZBM instability growth rates and the rates measured in
MD simulations. However, the RWA time-averaging
method cannot ensure the stability of the ZBM against an
arbitrary perturbation. There is always a chance that the
time dependence of an instability is dramatically different
from our assumed form or that an instability's growth
rate violates the approximation on slowly varying quanti-
ties.

There exists a much more general method for deter-
mining the stability of nonlinear oscillations. This
method is based upon Floquet's theorem, and it avoids
any assumptions whatsoever about the form of the per-
turbation and the magnitude of the growth rate. Hence,
it determines the stability as well as the instability of a
mode against infinitesimal perturbations. In the previous
sections, we used the R%'A stability analysis since it is
much easier to obtain analytic results, such as the stabili-
ty criterion given by Eq. (24), using this method com-
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pared with the general Floquet method. Also, the RWA
time-averaging method allowed us to easily separate the
instability perturbations into individual contributions
from the dynamical displacements, phases, and static dis-
placements. Such a separation would have been more
difBcult within the Floquet method.

Before applying Floquet's theorem, we need the equa-
tions governing the time evolution of a general
infinitesimal perturbation of the ZBM. To determine
them, we let r„=u„(t)+na+5u„(t), where r„ is the po-
sition of the nth particle, a is the nearest-neighbor equi-
librium separation, u„(t)=( —I)"u (t) gives the unper-
turbed ZBM time-dependent displacements about the
equilibrium sites, and 5u„(t ) is a time- and site-dependent
infinitesimal perturbation. The linearized equations for
particles interacting via nearest-neighbor potentials V(r )

are then

m5ii„= VE[tt (t),a ](5u„+,+5u„,—25u„)

5ii~, =Q» (t }5u~,+Q, ~(t)5up~, (30)

5u ~
—Q2, (t)5u, +Q2~(t)5u 2, (31)

d V(x)
dx x = —2u (t)+a0

d V(x)
dx x=2u (t)+a

, (32)

over the mode period r. The mode period, which sets the
time interval used in the MD, is determined by integrat-
ing Eq. (32) twice, which yields

v=2&2m I du[E —
—,
' V( —2u+a) —

—,
' V(2u+o)]

where the coefncients Q, (t. ) are periodic functions of the
ZBM period ~: Q;.(t+r)=Q; (t). In practice, for a gen-
eral potential the oscillations for the unperturbed ZBM
occurring in the Q,J(t) must be determined numerically.
We accomplish this by performing molecular dynamics
on the u ( t ) equation of motion,

where

—( —1)"Vo [u (t ),a ](5u„+,—5u„,), (27)

where

(33)

1 d V(x}
V u, a=—

x =2u (t)+a E—= —,
' V(x)lx=-2g+g+-, ' V(x)I„=2g+,

+ d'V(x)
dx x= —2u (t)+a0

Floquet's theorem states that there are four sets of
solutions to Eqs. (30) and (31) of the form

0 1 d V(x)
V u, a=——

x=2u (t)+a
5u~~(t, k~a,j )=exp[AJ(k a)t]p, (t, k aj ) (j =1,4),

(34)

d'V(x )

dx x= —2u (t)+a0
5u~2(t, k~a,j }=exp[AJ(k a)t]p2(t, k a,j ) (j =1,4),

The restriction to nearest-neighbor interactions will be
removed shortly.

Without loss of generality, we can consider a solution
of the form

5ii 2(t, k a)

—
IVY [u ( t ),a ]sin(k~ a )5u~2( t, k a ), (28)

5u„(t,kza ) =5ttz&(t, kza ) exp[in(k a+a )]

i 5tt„2( t,—k„a ) exp [ink a ];
a general perturbation can always be written as a linear
combination of different 5u„(t, k~a )'s. Substituting

5u„(t,k a ) into Eq. (27) and equating the

exp[in (k~a+n )] and exp[ink~a ] terms separately yields

5iip, (t, k a)= 4V~[u (t),a—]cos (k a/2)5u, (t, k a}

(35)

where p &
( t, kz a,j} and p 2 ( t, kz a,j ) are periodic functions

of time with period ~ The Appen. dix gives the details on
how to calculate these solutions and determine the
A, (k a )'s, as well as restrictions on the A, (k a ) necessary
for all possible solutions to be written as linear combina-
tions of the four solutions described above. If
Re[hi(kza )])0 for any j, we have an unstable perturba-
tion.

If 5u„(t, kza ) is a solution, 5u„'(t, k a } also will be a
solution. Indeed, it is easy to show from the definition of
5u„(t,k a ) that 5u„(t, —k a ) =5u„'(t, k„a ). Further-
more, the linearized equations for Su„(t,n.—k a ) reveal
that

5u„(t, m. —k a)=5u, (t, k a)exp[ ink a]—
i5up~(t, kpa )exp[i—n(n kpa )] . —

= —4VE[u (t},a]sin (k~a/2}5u~~(t, k a }

—2Vo[u (t),a]sin(k~a)5u~, (t, k~a) .

These equations have the form

(29)

Hence we can restrict our attention to k a in the range
[O, vr/2] and use these relations to find the solutions over
the full range [ —n, n ].

If interactions extending beyond nearest neighbors are
included, Eqs. (28) and (29) become



50 INTERRELATION BETWEEN THE STABILITY OF EXTENDED. . . 879

5u )(t,kza)= —4 g VE2 )[u (t),a]cos [(2m —1)k a/2] 5u i(t, k a}

—4, g VE2 [u (t), (2]sin (mkza) 5')(t, k~a)

—2 g Vo2 )[u (t),a]sin[(2m —l)k a] 5u 2(t, k a), (36}

5u~2(t, k~a)= —4 g VE2, [u (t),a]sin [(2m —1)k a/2] 5u~2(t, k a)

—4 g VE2 [u (t),a]sin (mk a) 5u 2(t, k (2)

—2 g Vo2 )[u (t),a]sin[(2m —1)k~(2] 5u, (t, k a),
m

(37)

where

1 d V(x) d V(x)
E2m —) u t (2

2 2dx „2„0(()p(2~ (), dx x= —2u (t)+(2m —1)a

VE2 [u (t),a]—:
2

p d V(x)
X x =2ma

1 d V(x) d V(x)
0,2m —i 2

x 2u (t) =(+2m —1)a x= —2u (t)+(2m —1)a

and the sum runs over all neighbors. In practice, we limit
these sums to a finite number of neighbors. Equations
(36) and (37) are of the form of Eqs. (30) and (31), so that
the above Floquet analysis applies.

B. (k2, k„k4 ) nearest-neighbor potentials

For this case, we first checked the Floquet ZBM insta-
bility predictions against our RWA time-average stability
analysis results. For all of the (k2, k&, k4) lattices treated
in the previous sections, the RWA method predicts that
the fastest growing perturbations occur for the pure k4
case, with the maximum ZBM instability growth rate be-
ing A, [(k~a) ]=0.27ro. Since this is a non-negligible
fraction of the unperturbed ZBM frequency co, it should
be near the limit of validity of the RWA time-average
method. Hence, for the ILM-related ZBM instabilities
discussed previously, the pure k4 case is where we expect
the Floquet and RWA time-averaging methods to differ
the most. Figure 13 compares the instability growth rate
predictions for these two methods with rates measured in
MD simulations. The predicted rates for the two
methods are seen not to differ by much; however, the Flo-
quet results are clearly in better agreement with the mea-
sured rates than are the predictions of the RWA time-
average method. The pure k4 case is rather extreme —for
the (k2, k3, k4) values considered in the previous sections,
the instability growth rates predicted by the Floquet and
RWA time-averaging methods are found to be nearly
identical.

Since the Floquet method is exact, it can provide sta-
bility information that the RWA cannot. In particular, it
can find regions where the ZBM is stable against
infinitesimal perturbations, as well as regions where it is
unstable. Figure 14 shows the Floquet predictions for the

04

0.2

0.0
0.0 0.5 1.0

kpa (units of z radians)

FIG. 13. Growth rates for the ZBM unstable perturbation
for a purely quartic nearest-neighbor lattice with periodic
boundary conditions. The solid curve gives the Floquet method
prediction, the dashed curve the RWA time-average method
prediction, and the circles give the growth rates measured from
MD simulations for a 40-particle lattice, using the projection
method. The Floquet predictions, which do not rely on the
slowly varying growth rate approximation used by the RWA
stability analysis, are clearly in better agreement with the MD
results. The Floquet perturbations in the range [O,n/2] are
equivalent to the perturbations in the range [n/2, n], as dis-
cussed in the paragraph above Eqs. (36} and (37}, so that the
second solid curve gives no new information.
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FIG. 14. Stable (shaded) and unstable (unshaded) regions

predicted by the Floquet method for ZBM's in a 100-particle
lattice as a function of the anharmonicity parameters A3 and A4.
The solid curve is the instability threshold predicted by the
time-averaged RWA stability analysis. Most of the unstable re-
gion in the lower right-hand portion of the figure, except for a
small region in the extreme right-hand corner, corresponds to
the period-doubling ZBM instability, which the RWA method
fails to predict, as discussed in the text. The dashed curve gives
the [A,( A ),A4( A )] values determined from the expansion of a
two-particle nearest-neighbor Lennard-Jones potential about its
minimum. A Floquet stability analysis for a lattice with parti-
cles interacting via the two-particle Lennard-Jones potential re-
veals that this (k~, k3, k4) expansion breaks down before the
dashed curve crosses the threshold for the ILM-related ZBM in-

stability.

ZBM stability and instability as a function of the cubic
and quartic anharmonicity parameters A3 and A4. This
figure was constructed by examining the stability at each
(A3 A4) point on a 100X 100 grid, with a A4 range of (0,2)
and a A3 range of (0, —2). At each (A3, A4) value, the
stability was examined for 51 k a points from 0 to n. /2,
so that we are treating a 100-particle lattice with periodic
boundary conditions. These anharmonicity ranges en-

compass an amplitude range from zero to
~
2 ~/a =0.2

for (k2, k3, k4} values evaluated at the minimum of a
Lennard-Jones (LJ) potential. As will be shown later, this
range extends well beyond that for which the (kz, k3, k4)
expansion of the LJ potential is a good approximation.

The solid curve in Fig. 14 is the RWA time-average
method infinite lattice ZBM stability criterion given by
Eq. (24). The instability region above this curve is thus a
continuation of the ILM-related ZBM instabilities pre-
dicted by the RWA, and it duplicates the corresponding
portion of Fig. 12. The circles are drawn at grid points
on the boundaries between stable and unstable regions.
Given the good agreement in Fig. 13 between the Floquet
and RWA time-average growth rates for the ILM-related
instabilities, it is not surprising that the RWA stability
criterion (solid curve} falls almost exactly on the
Floquet-predicted ILM-related instability boundary
(upper circles) in Fig. 14. The surprise here is the ex-
istence of a new instability region, in the lower right-hand
corner of the figure. Within this region, a new type of
ZBM instability has been found. As opposed to the
ILM-related instability, this new type of instability has
complex growth rates, and Fig. 15 plots their real and
imaginary parts versus k a for three values of A3 ( —0.62,

3
0.25

E

0.00
0.00 0.25 0.50

k~a (units of m radians)

FIG. 15. Predicted (a) real and (b) imaginary parts of the
growth rates as a function of the perturbation wave number k~a
for unstable ZBM's in (k2, k3, k4) lattices with A3= —0.62
(solid curve), A3= —0.60 (dashed curve), and A3= —0.58 (dot-
dashed curve). For all three cases, A4=0. 10. The 1m~k, (k~a}~
curves are the same for all three cases. These growth rate
curves differ dramatically from the ILM-related ZBM instabili-

ty curves shown in Figs. 2, 7, and 13.

—0.60, and —0.58) arid a fixed value of A4 (0.10). These
(A3 A4) values were chosen to lie within the single-
minimum (k2, k3, k4) potential region delineated in Fig.
12. A comparison between this single-minimum region
and the threshold for the new ZBM instability region re-
veals that the two regions overlap for only a limited range
of (A3 A4}—this is the reason for our choosing a small

range of A3 in Fig. 15. We will see below that this new

instability also occurs in lattices with realistic potentials
(e.g. Lennard-Jones), which do not possess double mini-
ma.

Before discussing Fig. 15 in detail, we give in Fig. 16 a
check of our application of the Floquet method. This
figure compares the k a =0.4n Floquet-predicted projec-
tion

2—g cos[n (k~a +m ) ]u„(t )
n

for an unstable A4=0. 10 and A3= —0.60 ZBM with the
projection measured from a MD run of the same ZBM
seeded with the predicted unstable perturbation. The
Floquet predictions are in excellent agreement with the
MD results until the perturbation reaches roughly 10%%uo

of the unperturbed mode amplitude. Similar agreement
between predicted and observed projected perturbations
are found for other values of k~a and the anharmonicity.

The preceding results dramatically validate our im-
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FIG. 16. Predicted and measured projected amplitudes
A~„=(2/N)g„c so[n(k~a+ e})u„(t) for the unstable pertur-
bations of a (A3, A&)=( —0.60,0.10) ZBM. The solid curve is
the MD result, while the dashed line is the Floquet prediction.
The ZBM in the MD simulation was seeded with the
A, /co=0. 081—i0.40 k~a =0.4m perturbation predicted by the
Floquet method calculation. Initially, the ZBM perturbation
amplitude is 0.2% of the unperturbed mode amplitude. The
MD and Floquet results are in excellent agreement until the
projections reach about 10% of the unperturbed mode ampli-
tude A =0.05a. The MD run was done for a N =40 particle lat-
tice with periodic boundary conditions and potential parameters
k4/kz =40.0/a, k3/kz = —12.0/a.

plementation of the Floquet method. However, previous
studies2 '3 of the ZBM stability in (k2, k3) lattices
(k4=0) have produced results in disagreement with those
of our exact Floquet results and, moreover, contradictory
to each other: In Ref. 29 the infinite lattice (k2, k3 }ZBM
was predicted to be always unstable, while in Ref. 34 it
was predicted to be always stable. In contrast, as shown
by the A4=0 portion of Fig. 14, the exact Floquet
method predicts that the (kz, k3) ZBM's should be stable
against all infinitesimal perturbations for ~A3~ 0.302
and unstable otherwise. Furthermore, our MD simula-
tions confirm that the A3= —0.303 ZBM is indeed unsta-
ble and that the A3= —0.302 ZBM remains unchanged
for at least 550 oscillations. In each of these simulations,
we used a 40-particle lattice with periodic boundary con-
ditions and seeded the ZBM's with a
5tt 2o(t =0)= —5tt 2, (0)=0.00013 perturbation. Unfor-
tunately, the stability analysis in Ref. 34 was overly res-
trictive, and that of Ref. 29 appears to have been in-
correctly implemented. Specifically, the method used in
Ref. 34 assumed a purely sinusoidal time dependence for
the unstable perturbation. We find that this is incon-
sistent with our Floquet results, and it is thus not surpris-
ing that the predictions of this reference disagree with
our MD results. With regards to Ref. 29, the origin of
the disagreement with our predictions is not obviously
rooted in the stability analysis used there, since that
analysis is closely related to the Floquet method. Howev-
er, the conclusions drawn in this reference for the (k2, k3)
ZBM stability are based upon a minimum energy thresh-
old for the instability that is inconsistent with the au-
thors' approximation ~x tan [(2j—1)m/N]i &&1 (in the
notation of Ref. 29},used to simplify their stability equa-
tions. A correct implementation of the method of Ref. 29
would likely require a more numerically intensive ap-

proach, similar to that used here to implement the Flo-
quet method.

Returning to Fig. 15, we see that the growth rate
versus kza curves for the new ZBM instability are quite
diferent from the ILM-related instability curves exam-
ined in Secs. II and III. First, the growth rate for the
new instability has a nonzero imaginary part as noted
above, and for large k a the imaginary part violates the
slowly varying approximation of the RWA time-average
stability method. Second, the fastest growing instability
occurs at k a =0.5' for all three A3 values considered in
Fig. 15. Unlike the ILM-related ZBM instability, there is
no evidence for a change in the preferred length scale as-
sociated with (k a ),„as the anharmonicity A3 changes.
Since we find Im~k,

~
=0.5to for the fastest growing pertur-

bation of this instability, we refer to it as a "period-
doubling" ZBM instability. A careful examination of the
predicted growth rates for (k2, k3, k~) ZBM instabilities
over a 10X10 grid of (A3, A4} values covering the range
of anharmonicities displayed in Fig. 14 reveals that the
new period-doubling type of instability is found over the
entire non-ILM-related instability region shown Fig. 14,
except for a small region in the lower-right hand corner,
corresponding to extreme (A3, A4) values that are well
within the double-minimum region shown in Fig. 12.

The dashed curve in Fig. 14 shows the [A3( A ),A~( A ) ]
values obtained from a Lennard-Jones potential

V(r)= Vo (38)

expanded about the potential minimum r =Re. In this
case k4/k2=61 ~ 8/Ro and k3/k2= —10.5/Ro, indepen-
dent of the strength Vo. The dashed curve shows the
Lennard-Jones ZBM crossing from the stable region into
the ILM-related ZBM instability region. This crossing
corresponds to an amplitude of 2 /Re=0. 061. Howev-
er, for this amplitude, 35%o of the ZBM energy is con-
tained in the higher-order anharmonic terms neglected in
the (k2, k3, k~) expansion. Hence, for these amplitudes,
we must include the higher-order anharmonic terms
neglected in the (kz, k3, k4) expansion.

C. Full potentials

The Floquet method stability analysis can be applied
for a general interparticle potential V(r), with all the
higher-order anharmonic terms included, as easily as it
can be applied to the nearest-neighbor (k2, k3, k4) poten-
tial. Furthermore, by means of Eqs. (36) and (37), the
ZBM stability can also be determined for lattices with in-
teractions extending beyond the nearest neighbors. The
resulting stability boundary for the Lennard-Jones (LJ}
potential of Eq. (38) is given in Fig. 17, which shows the
predicted boundary between the ZBM stability and insta-
bility regions as a function of the amplitude A and equi-
librium separation a. These results are independent of
the potential strength Vo. The solid and dashed curves
are the predicted boundaries for lattices with LJ interac-
tions extended to six nearest neighbors and to nearest
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FIG. 17. Floquet-method-predicted ZBM stability boundary
as a function of the mode amplitude A and equilibrium separa-
tion a for a one-dimensional lattice with particles interacting via
a Lennard-Jones potential. The solid curve is the prediction for
a lattice with the interactions extending to six nearest neigh-
bors, and the dashed curve gives the prediction for a lattice with
interactions restricted to nearest neighbors. Including interac-
tions beyond the six nearest neighbors does not signi6cantly al-

ter the stability boundary.
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neighbors, respectively. We could have included more
than six nearest neighbors in the former calculation, but
we found that the position of the ZBM stabihty boundary
did not change noticeably with the addition of interac-
tions beyond six neighbors.

The predicted real and imaginary parts of the ZBM in-

stability growth rates versus the perturbation wave vector
k a for an amplitude A /Rz =0.065 and equilibrium sep-

P
aration a/Ro=1. 0 ZBM are shown in Fig. 18 for a six
nearest-neighbor interaction LJ lattice. These curves
closely resemble those shown in Fig. 15 for the

(k2, k3, k~) period-doubling instability. Moreover, such

growth rate versus k a curves have been found

throughout the LJ unstable ZBM regions shown in Fig.
17 for both six nearest-neighbor and nearest-neighbor in-

teraction LJ lattices. No evidence of the ILM-related in-

stability was found in either type of LJ lattice. Since the
period-doubling ZBM instability occurs in the nearest-

neighbor interaction LJ lattice, as well as in the extended
interaction LJ lattices, the presence of this new instability
and the absence of the ILM-related instability in the full

potential must be due to the higher-order anharmonic
terms in the potential, which are neglected in our earlier

(k2, k3, k4) model.
Turning to other forms of the potential V(r ), we show

in Fig. 19 the predicted ZBM instability boundaries for a
lattice of particles interacting via a nearest-neighbor
Born-Mayer plus Coulomb (BMC) potential

2 2

V (r)=heBMC

and nearest-neighbor Morse potential

VM„„(r)=D,[1—e ' '
] D, . —

The Born-Mayer parameters are taken from a St to
breathing shell model nearest-neighbor harmonic force
constants for KI at T=O K (it=8.47 X 10 ergs,
p=0.26 A, q=0.9), while the Morse parameters are

FIG. 18. Floquet-stability-method-predicted (a) real and (b)
imaginary parts of the unstable ZBM growth rate as a function
of the perturbation wave number k~a for a one-dimensional lat-
tice with particles interacting via a Lennard-Jones potential and
with interactions extending out to the six nearest neighbors.
The unperturbed ZBM amplitude is A =0.065Rp, and the equi-
librium separation is a =Ro. These growth rate curves have the
same form as the curves given in Fig. 15 for the period-doubling
ZBM instability predicted for the (k2, k3, k4) lattices. Such
growth rate vs k~a curves are predicted throughout the ZBM
unstable region shown in Fig. 17, and no ILM-related instabili-
ties are found.

from a fit to the Clz molecular spectrum
(8,=4 06/r, ). . For these potentials, the potential mini-
ma are Ro =3.14 A (BMC) and Ro =r, (Morse). As was
the case with the LJ potential, we find that growth rate
versus k a curves for the unstable ZBM's in the BMC

0.2

0.1

0.0
0.9 1.0

alRo

FIG. 19. Floquet-stabihty-method-predicted ZBM stability
boundaries as a function of the mode amplitude A and equilibri-
um separation a for ZBM s in a one-dimensional lattice with
particles interacting via a Morse (solid curve) and Born-Mayer
plus Coulomb (dashed curve) potential. For both cases, the in-

teraction is restricted to nearest neighbors. The predicted
growth rate vs perturbation wave number k~a curves for ZBM's
in the Morse and Born-Mayer unstable ZBM regions are of the
period-doubling type shown in Fig. 18 for a ZBM in a lattice
with particles interacting via a Lennard-Jones potential.
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and Morse lattices are only of the period-doubling type
shown in Figs. 15 and 18. Moreover, as in the LJ case,
no ILM-related ZBM instabilities are found. Figure 20
compares these three potential functions, with each nor-
malized so that the well depths and potential minimum
separations are the same. Since the ZBM stability equa-
tions can be cast into a dimensionless form independent
of the exact value of the potential strength and potential
minimum separation, this is an appropriate comparison.
The details, such as the strength of the attractive portion
of the potential, are different for these three potentials;
however, they all share the common characteristic that
they have a strong repulsive and weaker attractive term.
The period-doubling ZBM instability also occurs in

(k2, k3, k~) lattices for (A3, A~) values where the potential
asymmetry introduced by k3 is important, whereas this
instability weakens as the quartic anharmonicity in-

creases and the asymmetry becomes less important.
Based upon these observations, we expect that this new
ZBM instability will be a general feature of strongly
asymmetric potentials.

Figures 17 and 19 show that the smail-amplitude ZBM
in lattices with realistic potentials is stable. For instance,
the equilibrium separation for a six-particle interaction
LJ lattice is a =0.997RO, and the predicted amplitude
criterion for ZBM instability in this case is
A/Ro&0. 063. This is a very large amplitude: Such a
ZBM contains 99% of the energy necessary to dissociate
the crystal. For ZBM's vibrating about the minimum en-

ergy equilibrium separation in Morse and BM potentials,
this instability criterion corresponds to even higher
2 /Ro's, in terms of the appropriate Ro for each poten-
tial. However, as the equilibrium separation u increases,
the amplitude threshold for the period-doubling ZBM in-

stability decreases. A typical change in the lattice con-
stant due to thermal expansion for simple materials, such
as rare gas crystals, alkali halides, and simple metals, is

roughly 3% in going from absolute zero to the melting
temperature. 3 A 3% increase in the equilibrium separa-
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l. t
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0.0

0.6 1.3
r/R 0
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FIG. 20. Lennard-Jones (solid curve}, Morse (dashed curve),
and Born-Mayer plus Coulomb (dot-dashed curve) potentials
used in the text. For this comparison, the strength of the poten-
tials and the nearest-neighbor separations were adjusted so that
the potential minimums for the three potentials match. All
three potentials are characterized by a strong repulsion and a
weaker attraction. However, the strength of these repulsive and
attractive terms varies substantially among these three poten-
tials.

tion from a =Ro to a =1.03RD decreases the LJ ZBM in-
stability amplitude threshold for a six-particle interaction
lattice by b A =0.017RO. At this new equilibrium sepa-
ration and instability threshold amplitude, the ZBM en-
ergy has lowered to roughly 22% of the dissociation ener-
gy.

In Fig. 17, we see that the inclusion of more neighbors
in the ZBM stability calculation also lowers the ZBM in-
stability threshold. In fact, in going from a lattice with
only nearest-neighbor interactions to a lattice with in-
teractions extending to the sixth nearest neighbors, most
of the decrease in the ZBM instability threshold is due to
the second neighbors. In higher-dimensional crystals, the
second neighbors are usually closer together than in the
1D case, and the efFects of longer-range interactions on
the ZBM stability could be enhanced.

D. Full potentials and ILM's

By using quartic, cubic, and quadratic nearest-
neighbor force constants obtained from the LJ potential
in our (k„k,,k~) model, one might conclude that the
ILM's can exist in a lattice of particles interacting with
nearest-neighbor LJ potentials. (See the dashed curve of
Fig. 14.) However, we have shown that the higher-order
anharmonic terms neglected in the (k2, k3, k4) model ac-
tually prevent the ILM-related ZBM instability from
occurring for a LJ potential. Given the strong connec-
tion that we have established between the ILM's and
ZBM instability for (kz, k3, k4) lattices, we expect that
ILM's will not exist if this ZBM instability does not
occur. However, we have not proved this for a general
potential, and we therefore need to look directly for the
ILM's in lattices with realistic potentials. In order to do
this for a full potential where the higher-order anharmon-
ic terms are important, we first substitute the trial solu-
tion r„=A g„cos(cot ) + A b,„+nR, q

into the equations of
motion,

8 V(r)mi'„=—
cr„

(41)

where r„ is the nth particle position and V(r) is a general
potential involving all the particles in the lattice. Then,
in the spirit of the RWA, we time average the equations
of motion over a mode period to obtain the full potential
counterpart to Eq. (7). To obtain the full potential equa-
tion corresponding to Eq. {8), we multiply Eq. (41) by
cos{cot) before time averaging. In practice, these time
averages often need to be done numerically for a general
potential. The resulting equations are then solved by a
standard nonlinear equation solver. We checked this
procedure using the ZBM—we compared the exact ZBM
period ~ for a LJ lattice with the RWA-predicted period
~=2m/m and found that they di8'er by less than 5% for
amplitudes A /Ro ~ 0. 14.

Using this method, we searched for ILM solutions over
an amplitude range 0.01 ~ A /Ro ~0.20 and equilibrium
separation range 0.90&a/Ro ~ 1.1, in both the nearest-
neighbor interaction and sixth nearest-neighbor interac-
tion LJ lattices. We found no ILM solutions. Because no
ILM's were found directly and because of the absence of
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an ILM-related ZBM instability, we conclude that ILM's
do not exist in these lattices. Similar results were found
for lattices interacting via the Morse and BMC poten-
tials.

For diatomic one-dimensional (kz k3, k4 ) lattices
Kiselev, Bickharn, and Sievers found ILM's in both the
harmonic gap and for co/co & 1. (Here co is the corre-
sponding maximum diatomic lattice harmonic phonon
frequency. ) Furthermore, they found no evidence of the
co/co & 1 ILM's for diatomic lattices when the
(kz, k3, k&) potentials were replaced by realistic nearest-
neighbor potentials, whereas they found that the gap
ILM's were retained. These results for the co/co & 1 dia-
tomic ILM's are qualitatively very similar to the results
we have found here for ILM's in monatomic lattices.
However, in Ref. 25, connections were not established be-
tween the diatomic ILM s and a diatomic lattice extend-
ed anharmonic mode, analogous to the ILM-ZBM con-
nection studied here.

V. CONCLUSIONS

For periodic one-dimensional monatomic lattices with
harmonic, cubic, and quartic nearest-neighbor interac-
tions (kz, k3, k4) we have shown that the anharmonic
ZBM is unstable against infinitesimal perturbations for a
range of values of the cubic and quartic anharmonicity
parameters A3=k3A/kz and A4=k4A /kz. This has
been done by developing both a RWA time-average
method and an exact Floquet method for determining the
ZBM stability, and by testing the predictions of these sta-
bility theories using molecular-dynamics simulations.

The exact Floquet analysis reveals that there are two
types of ZBM instabilities in these lattices for (A3, A4)
values corresponding to single-minimum (kz, k3, k4) lat-
tices. The first type is intimately connected with the ex-
istence of ILM's, and it is also well described by the
RWA time-average instability method, whereas the
second type is not well described by the RWA method
and is not related to ILM's.

The ILM-related ZBM instability always exists for
infinite lattices with harmonic plus quartic nearest-
neighbor interactions (k3=0). It is characterized by
purely real growth rates which are smaller than the ZBM
frequency, and the Fourier component corresponding to
the fastest-growing unstable perturbation introduces an
anharmonicity-. dependent length scale, which we have
shown matches the ILM localization in these (kz, k4) lat-
tices. Over finite times, this fastest growing unstable
ZBM perturbation leads to the ZBM evolving into a
periodic array of localized excitations which are qualita-
tively similar to the isolated ILM's. With the addition of
cubic anharmonicity, the ILM-related instability is found
to persist; however, it can be eliminated if the cubic
anharmonicity is made sufficiently strong. For given
values of k4/k2 and k3/k2, this stabilization is charac-
terized by an amplitude threshold below which the ZBM
is stable. For a wide variety of finite (kz, k3, k4) lattices
with periodic boundary conditions, we have shown that
this ZBM instability threshold is identical with the ampli-
tude threshold for existence of ILM's. Hence we con-

elude that in (kz, kz, k~) lattices, ILM's with a given ain-
plitude will exist if and only if an ILM-related instability
occurs for the ZBM with the same amplitude. This result
suggests that, in general, the presence of the ILM-related
ZBM instability in a lattice is a good indication of the ex-
istence of intrinsic localized modes.

In a previous study of ILM stability, we found that the
RWA time-average instability method accurately pre-
dicts ILM instability growth rates for the (kz, k4)
ILM's. ' Moreover, as just noted, the RWA method ac-
counts very we11 for the ILM-related instability of the
ZBM studied in this paper. It is a convenient method
within its sphere of validity, often lending itself to the
derivation of useful analytic results such as the ZBM in-
stability criteria obtained here. However, the RWA
method relies upon assumptions about the form and time
dependence of the perturbations, and it is thus inadequate
for some types of instability, such as those with rapid
growth rates. In comparison, the Floquet method used
here in Sec. IV is exact; it requires only that the ZBM
perturbations be small enough that they can be treated as
infinitesimals. The use of the exact Floquet stability
analysis of the ZBM reproduced the RWA results, but it
also revealed the presence of a new instability, unrelated
to the ILM's and not weil described by the RWA.

In contrast to the purely real growth rates and
anharmonicity-dependent ILM-related length scales
found for the ILM-related ZBM instability, the new in-

stability is characterized by complex growth rates having
large oscillatory components, which can be comparable
in size to the unperturbed mode frequency, and by an
anharmonicity-independent length scale. Furthermore,
this "period-doubling" type of ZBM instability occurs for
( k z k 3 k 4 ) ZBM's with a strong nearest-neighbor cubic
anharmonicity, while the ILM-related type of instability
is found for ZBM's dominated by quartic interactions.
Our general Floquet stability analysis shows that the
ZBM is also unstable in lattices with particles interacting
via realistic Lennard-Jones, Morse, or Born-Mayer plus
Coulomb potentials. However, unlike the case of
(kz, k3, k4) lattices, the presence of higher-order anhar-
monic terms in these potentials results in no ILM-related
instabilities being found. Rather, the ZBM instabilities
for these realistic potentials are of the period-doubling
type. Given the strong connection which we established
between the ILM's and ZBM stability in (kz, k3, k4) lat-
tices, the absence of the ILM-related ZBM instability in
lattices with the full realistic potentials strongly suggests
that ILM's do not exist in such lattices. Nor did we find
ILM's in these lattices when we looked for them using
direct numerical searches. Based upon the absence of the
ILM-related ZBM instability, together with our inability
to find these modes directly, we conclude that ILM's
indeed do not exist in these realistic potential lattices.

Each of the three potential functions treated here is
characterized by a strong repulsive interaction and a
weaker attractive interaction. However, the strengths of
these interactions are quite different for the individual po-
tentials. Given that the period-doubling ZBM instability
occurs for all three potentials, we expect that the period-
doubling ZBM instability will be a general feature of po-
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tentials having a strong repulsive interaction and a weak-
er attractive interaction. Furthermore, the amplitude
threshold for this ZBM instability was found to decrease
as the lattice expands, indicating that this instability
might occur for a similar extended anharmonic phonon
mode in realistic three-dimensional crystals at high tem-
peratures.

We have already seen that one type of ZBM instability
is intimately related to the presence of intrinsic local
lnodes in homogeneous lattices with nonlinear intersite
coupling. Moreover, the results of other calculations in-
dicate that such a relationship between local and extend-
ed anharmonic modes occurs for other physical situa-
tions, such as one-dimensional lattices with on-site anhar-
monicity, ' two-dimensional lattices with nonlinearly
coupled rotating dipoles, 3 and small molecules. How-
ever, the physical implications of the period-doubling
ZBM instability found here are not yet clear. Studies of
related but much simpler N =3 degrees of freedom Ham-
iltonian systems show that the onset of large-scale chaos
throughout phase space can be connected with instabili-
ties of simple periadic oscillations. It remains to be seen
whether or not the ZBM period-doubling instability plays
such a role in the lattices considered here.
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+u„(r)y 3(t )+u„(r)y 4(t ),
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4

u(t ) = g c„u„(t),

and the solutions we seek can then be expressed as

4 4

y(t+r)=p g c„y„(t)= g c„y„(t+r), {A6)

APPENDIX: FLOQUET STABILITY METHOD
n=1 n=1

In the main text, we outlined the Floquet method used
to determine the ZBM stability. Here we give additional
details on why this method works and how we imple-
mented it. This presentation closely follows the Floquet
theorem proofs given in Refs. 33.

The linearized equations for the ZBM Fourier-
analyzed perturbation have the form

y'=Qll(t }y+Q12(t}u

ii =Ql2(t )y+Q22(t )u,

(A 1)

y, (0)=1, y, (0)=0, u, (0)=0,

y2(0}=0, y2(0) =1, u 2(0)=0,

y3(0) =0, y3(0) =0, u q(0) =1,

y4(0}=0, y 4(0)=0, u 4(0)=0,

u, (0)=0,
u 2(0)=0,

(A3)
u3(0}=0,
u4(0)=1 .

where the coefficient are periodic in time

Q;J ( t +r )=Q;~ ( t ) with a period r Solutions . to these
equations are uniquely determined by specifying the ini-
tial conditions y(0), y (0), u (0), and u (0). Since this is a
linear problem where superposition applies, we can al-
ways write a general solution as a linear combination of a
set of four basic solutions which satisfy the initial condi-
t10118

4 4
u(t+r)=p g c„u„(t)= g c„u„(t+r) . (A7)

n=1 n=1

Equations (A4) and (A5) express the Iy„(t+r)j and
Iu„(t+r) j in terms of the Iy„(t)j and Iu„(t)j. Once
this is done, Eqs. (A6} and (A7) reduce to two identical ei-
genvalue problems involving the coefficients I c„j and p,

yl(r) y2(r) y3(r) y, (r)

yl(r) y2(r) y3(r) y4(r)
P uoi(r) u02(r) u03(r) u04(r)

ul(r} u2(r} u3{r) u4(r)

(A8)

+Ia,~ +ia2rp=e, e (A9)

where the a. are, in general, complex numbers deter-
mined by

where C —= jc„c c 2c43j. This equation is of the stan-
dard eigenvalue farm (pI —A)C =0, and the eigenvalue p
will thus be determined by the condition ~pl —A~ =0.
This condition gives
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cos(a, r) =b, +a, ,

cos(azr) =b, —a, ,

b, =
—,'[y, (r}+yz(r)+u3(r)+t)4(r)],

a& =
—,
'

{—,'[y, (r)+yz(r) —u3(r) —t't4(r)]

+2—u o3(~)u ~(~)+u o~(r)tt, (r) —y, (~)yz(r)

+yz(1 )y i (1 )+y 3(1 )tt t (r)+y4(7 )tt i (1 )

+y3(r)uz(r)+ys(r)t'tz(r)] '~

The determination of a& and a2 requires knowledge of
y~ (r), yJ (r), ttj (r), and t't, (r). We have determined these
values by numerically integrating Eqs. (Al) and (A2) us-

ing the appropriate initial conditions.
Since the entries in the matrix appearing in Eq. (A8)

are real, if p is an eigenvalue, then the complex conjugate
p" will also be an eigenvalue. Furthermore, the form of
the solutions given in Eq. (A9) shows that if p is a eigen-
value, then so is 1/p. Based on these observations, the
four growth rates A, =+ia&, +ia2 determined by the ZBM
stability analysis for each k a value can be sorted into the
following four groups: (1) a, and az both real, {2)a, and

az both pure imaginary, (3) a&=+(a+iP) and

az=+(a iP),—and (4) a&=ha and az=+iP, where a
and P are both real and nonzero. Comparing these

groupings with the results presented in the text, we see
that the purely real growth rates for the ILM-related in-

stability belong to groups (2) and (4), while the complex

growth rates for the period-doubling instability belong to
group (3).

The set of four solutions corresponding to the difFerent
values of p will be linearly independent and thus form a
basis for all possible solutions if all four values of p are
distinct. Otherwise, the solutions need to be examined
on a case-by-case basis. We have checked our ZBM sta-
bility solutions for p against this criterion and found that
it has been violated in only two cases. The 5rst case is for
k a =0. This turns out to be a trivial case, since the four
linearly independent k a=0 solutions correspond to a
uniform translation of the lattice, uniform center-of-mass
motion, a constant phase shift for the ZBM, and a change
in the ZBM amplitude. None of these changes produces
an instability. The second case is k a=0.5n. In this
case, Q»(t)=Qzz(t), and we can define new variables
U+(t)= y(t) +u(t) and U (t)=y(t) —u(t), which decou-

ple Eqs. (Al) and (A2):

U+ (t ) = [Q]{(t)+Q]z(t )]U+ (t), (A10}

(t)=[Q»(t) —Q»(t)]U (t) . (Al 1)

Each of these equations can be solved separately. Fur-
thermore, they must reproduce the same solutions that
we found before making this separation. We can now ap-

ply results developed for these uncoupled equations and
conclude that the four solutions will be linearly indepen-
dent unless ~p~ =1, a condition which never occurred in

our application of the Floquet method
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