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An efficient Green’s-function method is developed to calculate electronic and ground-state prop-
erties of heavy-elements containing random alloys and their surfaces. Based on the local-density ap-
proximation, the all-electron fully relativistic linear-muffin-tin-orbital method in the tight-binding
representation is used to describe disorder within the coherent-potential approximation and the
semi-infinite geometry of surfaces. As a first application the electronic and ground-state properties
of a random fcc-Curs Augs alloy and its (001) surface are evaluated.

I. INTRODUCTION

Metallic alloys and their surfaces, particularly those
containing heavy transition- and noble-metal elements,
exhibit a number of properties interesting from both the
physical and technological point of view. The phenom-
ena of surface ordering and disordering,! of the face-
dependent segregation in NiPt alloys,? or the use of plat-
inum and other heavy transition metals and their alloys
in heterogeneous catalysis are just few examples. The in-
terrelation between electronic and structural properties
is a key to a microscopic understanding of physical pro-
cesses in the bulk and at the surface. Consequently, the
use of efficient relativistic schemes to determine the elec-
tronic structure and related ground-state properties of
alloys and their surfaces is of considerable interest. For
such studies, ab initio methods based on the local-density
approximation (LDA) are of particular importance since
they also yield the parameters for an alloy Ising model,
which in turn can be used in statistical mechanics studies
of bulk and surface phase diagrams,? or surface segrega-
tion and ordering phenomena.*

Several ab initio methods for both ordered and disor-
dered alloys and their surfaces were developed recently.
They fall into two categories: (i) methods using slab or
supercell geometry to simulate random alloys® or ordered
surfaces,®” and (ii) Green’s-function methods® !> which
take properly into account the semi-infinite geometry and
perform configurational averaging for random systems in
a systematic way. Methods based on slab or supercell
geometry are of limited use for random surfaces or bulk
alloys with complex lattice structures because they re-
quire an excessive number of atoms in the elementary
cell.

For random bulk alloys charge self-consistent tech-
niques based on the coherent potential approximation
(CPA) and the LDA were developed within the Korringa-
Kohn-Rostoker (KKR-CPA) method®® and the linear
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muffin-tin orbital (LMTO-CPA) approach.!® Recently,
a fully relativistic self-consistent study of the electronic
structure of random bulk alloys was performed within the
KKR-CPA approach.!?

The situation is much less satisfactory for surfaces of
random alloys. A self-consistent Green’s-function the-
ory of ideal'? as well as disordered!3 !5 surfaces was
up to now only developed for the nonrelativistic (scalar-
relativistic) case. The only presently available fully rela-
tivistic approach is the layer KKR (LKKR) method for
pure systems,'® which, however, is non-self-consistent.
At present, no relativistic theory is available for random
surfaces.

The main aim of this paper is to develop a fully
relativistic self-consistent Green’s-function method that
describes both ordered and disordered alloys and par-
ticularly their surfaces from a unified point of view.
The main features of this method can be summarized
as follows: (i) application of the all-electron fully rel-
ativistic linear-muffin-tin-orbital method in the tight-
binding representation (R-TB-LMTO); (ii) application
of the local-density approximation; (iii) description of
the semi-infinite geometry of the system using the sur-
face Green’s function (SGF) formalism; (iv) use of the
coherent potential approximation (CPA) extended to in-
homogeneous systems; (v) simulation of the vacuum re-
gion by empty spheres which represent the continuation
of the semi-infinite solid to infinity on the vacuum side;
(vi) description of the component potentials within the
atomic sphere approximation (ASA); and (vii) inclusion
of monopole and dipole terms of the charge density for
the calculation of the Madelung potential in the surface
region.

The feasibility of the present approach is illustrated by
an evaluation of the electronic and ground-state proper-
ties of a typical alloy containing a heavy metal element,
namely, the fcc-based CuzsAuzs random alloy and its
(001) surface. The corresponding results for pure fcc-Cu
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and Au crystals and their fcc(001) surfaces are as well
presented.

II. FORMALISM

In this section we summarize the basic ingredients of
our approach. The potential is assumed to be a superpo-
sition of atomic sphere (AS) potentials of radius sg cen-
tered at site R such that > p(4/3)7sy = N(4/3)mw?,
where N is the number of spheres, and w is the averaged
Wigner-Seitz radius. We shall use atomic Rydberg units,
so that 2 =1, m = 1/2, and ¢ = 274.071979.

A. Relativistic LMTO method

The relativistic LMTO method is a straightforward
generalization of the nonrelativistic LMTO method.” It
has been developed by Godreche,'® Nemoshkalenko et
al.,'® and Christensen.?® The advantage of the present
approach is the unified treatment of both bulk alloys and
their surfaces. This is achieved by using the same starting
Hamiltonian in both cases, which in the so-called orthog-
onal MTO representation « is of the form?!723

Hg s riar = CRASRR an
+ARR IS (175 Rara A
O;QA,R,A, = dRR' OAA’ - (1)

In Eq. (1), H" and O7, is the Hamiltonian and the over-
lap matrix, respectively, R and R’ are site indices, and
A, A’ refer to relativistic quantum numbers A = (kp)
(see Appendix). The geometry of the problem enters
the Hamiltonian via the structure constant matrix S°
of elements Sp A,R’A’» Which can be obtained from their
nonrelativistic counterparts, S%E"R, L+ by means of a
transformation.'® Here we shall consider the simplest
case, namely, an ideal periodic lattice randomly occupied
by atoms A and B. We thus neglect lattice relaxations in
the bulk, which can occur due to the different size of the
alloy constituents, as well as possible inward or outward
shifts of the surface layers. We can then use the ideal
bulk structure constant matrix S° for both the bulk and
the surface problem.

The potential parameters Xgra (X = C,A, and v)
are obtained from the Dirac equation for a spherically
symmetric potential centered at site R and confined to
the atomic sphere of radius sgr (see Appendix). They can
be combined into the potential function matrix

PRar A (E) = PRA(E) Srr' 6as' = Pr(E) érRr' 6an
Plg.n(E) = (E - CRN)/ [ARK. + TRk (E - CRN)] )
(2)

which describes the scattering properties of the individ-
ual constituents.

The LMTO method can be formulated in var-
ious representations?! characterized by a diagonal
screening matrix o with elements agarAr =
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ORR' OAA' ORA, ORA = aRx. When switching from the
canonical representation (superscript 0) to the corre-
sponding representation «, the potential function matrix
is transformed according to

PR.(2) = PRe(2) [1 — arx Pr.(2) ]
= (z — Crx) [Arx + (YRx — @R&) (2 — Crx) |7},
(3)

and similarly the structure constants transform by
Sia, rear = [S° (1= aS%) R, miA - (4)

The canonical structure constant matrix S° is long-
ranged because for large |R — R’| its elements behave
like |R — R/|~!"¥~1_ On the other hand, by a proper
choice of the screening matrix a one can achieve a fast
decay of S in real space. It has been found?? that for
close-packed lattices, the so-called tight-binding muffin-
tin-orbital (TB-MTO) representation (3, which is site
independent, but [ dependent, and specified by 8, =
0.3485, B, = 0.0530, and B3 = 0.0107 (5; = 0 for | > 2)
gives the fastest and an essentially monotonic decay in
real space. In fact, S# vanishes beyond the second coor-
dination shell for close-packed lattices.

In particular, the orthogonality of the basis set in the
~-MTO representation allows one to express all the rel-
evant quantities in a simple and physically transparent
way. The corresponding Green’s function (GF) is given
then by

Ghara(?) =[(z—H") '[rara - (5)

In the following the superscript v is omitted. Us-
ing the relation between the GF’s in different MTO
representations,?? one can express G(z) in terms of a gen-
eral MTO representation a as

Gra,r'A(2) = ARa(2) ORR' OAA/
+1raA(2) 9RA R/A (2) HR A/ (2), (6)

where
gRara (2) = [(P*(z) — §%) A RrAr (7)

is the so-called auxiliary or nonphysical Green’s function,
and AR, (2), wga(2) are matrices diagonal in R and A,
which in turn can be expressed in terms of the potential
parameters. 021,22

B. Configurational averaging

In general the configurational averaging of the Green’s
function for an inhomogeneous disordered alloy is per-
formed within the CPA. The site-diagonal potential pa-
rameters Xra, X = C,A, and v, randomly take on
two values, Xf:A with the probability cﬁ, and X{fA
with the probability ¢c§ = 1 — cfi, whereby the site de-
pendency of the potential parameters is a consequence
of the inhomogeneity of the system. Due to the ran-



50 RELATIVISTIC ELECTRONIC STRUCTURE OF RANDOM . ..

domness in Ag and yr, the Hamiltonian (1) exhibits a
complicated off-diagonal randomness. Consequently, the
CPA,?* which can treat only site-diagonal randomness,
cannot be applied to G(z) in the form given by Eq. (5).
The remedy'®2® is to express G(z) in the form of Egs.
(6, 7) with a nonrandom screening matrix a. A possible
choice for the corresponding representation a may be ei-
ther the tight binding (o = 3), or the canonical (a = 0)
representation, but also any other nonrandom represen-
tation can be used. The structure constants S* are then
nonrandom, and the only random quantities that enter
the expression for G(z), namely, P*(z), A%(z), and p*(z),
are all site-diagonal quantities.

The on-site element of the configurationally averaged
auxiliary Green’s function (g*(z)) is of primary impor-
tance for both the CPA equations and for the charge
self-consistency. By definition,

PR, anr(2) = (9%(2) )rARA
=[(P*(2) - %) 7' IraRA - (8)
In (8), P*(2) is the coherent potential function with
elements Pg ,,,(z). The scattering of electrons by in-

dividual atoms is then described by the following site
diagonal ¢ matrices:

TIL;,QAA’(Z) = ([PraxQ(z) — Pr(2)]
x{1+ &% (2) [PR(2) — PR(2)]} " an

(Q:A,B), (9)

such that within the single-site approximation for the
CPA

S R m%a(z) =0. (10)
Q=A,B

Since (10) has to be solved for all the lattice sites R, and
since ®§ (z) depends on all P (z), (10) represents a set of
mutually coupled CPA equations for an inhomogeneous
effective medium characterized by the coherent potential
functions Pg(z).

Finally, the conditionally averaged on-site element of
the physical Green’s function!®

(G(2))RA, A = M2) a2 0an
+HPRR () 0% (2) {1+ 23 (2)

X[Pf{Q(z) _ 'Pﬁ(z)]_l}AA, (ngl(z))l/z

(11)

is used to calculate component resolved and averaged
density matrices, Dg’ aar(F) and Dg, aa/(E), respec-
tively,

1 .
Dg, an(BE) = = Im(G(E + ’0)>gA, RA’

(12)
Dr, an(E) = 3" § DR an/(E).
3
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These density matrices have to be used for charge self-
consistent calculations. The diagonal elements of the
density matrices, Dg, aa(E) and Dgr, aa(E), are simply
the corresponding densities of states.

C. Evaluation of Green’s function
for inhomogeneous systems

The Green’s function { g®(z) ) can be easily calculated
for homogeneous systems, like ideal bulk alloys, because
’Pﬁ’ AA! (Z) = PXAI (Z) and SﬁAynlAl = SXA' (R - R’) for
all R,R":

P _1 k(R—R')
(g°(@) )mramn = & Zk: e

x{[P*(2) = §*(k)] }anr,  (13)
where
a 1 —1 —-R' [ ]
Siar(k) = N Z e RR) SR AR (14)
R,R’'

and R and R’ are direct lattice vectors. The evaluation of
(g*(z) ) for inhomogeneous systems, like solids with sur-
faces or interfaces, disordered superlattices, or complex
lattices is more difficult. Suppose that the set of direct
lattice vectors can be decomposed into M subsets R,
(rp=1,2,...,M,M < +00) specifying geometrically and
electronically equivalent sites such that each subset R,
is obtained from a generating subset R, by some trans-
lation Tpq. A site R € R, will be denoted by R,. The
effective medium Pg (z) has to be identical for all sites be-
longing to one and the same subset Rp, Pg_(2) = Pp(2).
For example, the subsets R, can represent inequivalent
sublattices of a complex lattice (finite M, Ty is a non-
primitive translation), or atomic layers of a solid with a
surface or an interface (infinite M). All subsets R, have
the same number Ny of sites (N = M Ny), and the same
translational (and point group) symmetry. The corre-
sponding first Brillouin zone (BZ) will be denoted by K.
In the case of a solid with the surface, K is the surface
BZ (SBZ) and the elements of K are denoted by k. The
elements of the averaged Green’s function can then be
formulated as

a 1 b -R’ o
(97D )mon mpn = 3 2 7 (g2(2))pa, o

kex
(15)
where
{(ga(ka Z))—l}pA, qA! = 7’;", A (2) 0pg — SSA, qA’(k) ’
(16)
and
S:A, gA’ (k) = Z e—ikR SXAI (R) . (17)
ReERp,y

In Eq. (17) Rp, denotes a set of vectors R, — R; such
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that R, € R, is fixed, and R; runs over the whole subset
Rq.
The on-site elements @5 4,.(2) = (9%(2))r,A, RpA's
which are needed for the CPA equations (10) as well as
for the density matrices D 5 ,,, Eq. (12), are obtained
by integrating the (p,p) block of (¢9(k, z)) over the bulk

or surface Brillouin zone K

25 () = - 3 (970, 2 (18)
° kek

In the bulk case, Spj 4 (k) is the Fourier transform of

. . o
the sublattice off-diagonal structure constants SR,, ARIA

that describe the coupling between sublattices p and gq.
The matrix (g*(k, z)) is then finite, and its (p,q) block
is obtained by a simple inversion.

In the surface case, the matrix elements S

R,A, R A’ de-

J

X/f' (2) for layers in the
PR, an(2) = P apr(2) for layers in the
PZ}\"’(Z) for layers in the

where the superscripts v, and b refer to the vacuum and
bulk alloy regions, respectively. The values of Pg 45, (2)
are obtained by solving the set of coupled CPA equations
(10) for the P layers in the intermediate region. The layer
independent quantities P27, (z) and P4y, (z) are found
from separate calculations for the corresponding infinite
systems.

By using the most localized representation (o = f3),
one can introduce the concept of principal layers (PL)
(Ref. 28) which allows one to simplify the problem sig-
nificantly. The semi-infinite solid can now be partitioned
into PL’s such that only nearest-neighbor PL’s are cou-
pled by the structure constants. A principal layer can
include one or more atomic layers depending on the in-
dices of the surface and the lattice type. The use of S°
justifies a limitation to first nearest neighbors for a fcc
lattice and first and second nearest neighbors for a bcc
lattice. The simplest case, when the PL consists of one
atomic layer with one atom per primitive cell, already
includes a number of important low-index surfaces [e.g.,
fcc(001), fec(111), and bec(110)]. A generalization to
more complex PL’s is given in Ref. 29.

The partitioning of a semi-infinite solid into PL’s re-
flects the (block) tridiagonal form of % (k;), namely,

qu(kll) = Sgo(kli) 51711 + 551(1‘”) 5p+1,q
+S?0(kll) Jp—l,q ’ (20)
which is of the same formal structure as in a nonrela-
tivistic approach. Here, Sgo(k”), Sgl(k”), and S{’O(kH)

denote the only nonzero blocks of the structure constant
matrix. According to Eq. (16) the configurationally av-
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scribe intralayer (p = ¢) or interlayer (p # gq) coupling,
and the matrix (g%(k;, z)) is infinite. Consequently, spe-
cial techniques and additional approximations are needed
to evaluate (g*(kj,z)). A detailed derivation need not
to be given, since it is formally equivalent to the nonrel-
ativistic case.?6:27 In the following only the main results
are summarized. The solid system is thought to be parti-
tioned into three regions: (i) a homogeneous semi-infinite
bulk alloy; (ii) a homogeneous vacuum region character-
ized by empty spheres with flat potentials (see the Ap-
pendix), which represents the continuation of the lattice
to infinity; and (iii) an intermediate region consisting of
several layers where all inhomogeneities (chemical, struc-
tural, and electronic) are located, and which contains
also a few layers of empty spheres of the vacuum-solid
interface. Consequently, the coherent potential function
PR an(2) is of the following form:

vacuum region
intermediate region (p =1,2,...,P) (19)

bulk alloy region,

f

eraged Green’s function ( g°(kj, z) )pq is given by the in-
verse of an infinite tridiagonal matrix. The intermediate
region is coupled to the homogeneous semi-infinite sys-
tems (bulk alloy and vacuum) via the surface Green’s
functions

G7 (ky, 2) = [PPA(2) — Sgo(ky) — TP (ky, 2))
(A=b,v),
% (ky, z) = Sio(ky) 67 (ky, 2) Soy (k)
%8 (ky, 2) = Sy (ky) 67 (K, 2) ST (k) (21)
that can be determined directly in real space.?¢ The (p, q)

block (1 < p,q < P) of the inverse configurationally av-
eraged Green’s function { g®(k|, z) ) is then given by®’

{(dP(ky,2)) " Ypg = PE(2) — Sholky) — TP (ky, 2) 6,1
—Fﬁ’b(kt| ; Z) 51,, P- (22)

In this way the original problem of infinite order in PL
indices is reduced to an effective problem of finite order
P. It should be noted that the present formalism allows
to include layer relaxations in the intermediate region,
because the only assumption made regards the transla-
tional symmetry of the sets R, which does not restrict
the choice of interlayer distances.

D. Charge density and one-electron potentials

The charge density in an atomic sphere centered at site
R € R, and occupied by an atom of type Q is given by
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Er
of(r) =Y 8%\ (E,r) D2 45 (E) ¢34 (E,r) dE
AAI — 00
+ o7 °r(r), (23)

where the ¢’?A(E, r) are normalized to unity within the
atomic sphere of radius s? (see the Appendix) and
p9°re(r) is the spherically symmetric core charge den-
sity. The spherlcally averaged charge density gp( ) is
then simply given by

B0) = o Z / D2 i (E) [(F2(E,))?
GREIIE + G, ()

The radial functions g2 (E,r) and f2(E,r) are reg-
ular solutions of the radial Dirac equatlon (see the Ap-
pendix) corresponding to the effective one-electron po-
tential given by

279
V3(r) = -"—

+ V2H () + pxe (83 (r) + V724 (25)
The first term in (25) describes the Coulomb attraction
to the nucleus with atomic number Z?, the second term
is the Hartree potentlal due to the spherical electronic
charge density gy Q(r), and the third term is the exchange-
correlation contribution. The last term in Eq. (25), the
Madelung term, is the spherically averaged electrostatic
potential generated by the nonspherical charge density
gf,?(r) from all other atomic spheres. Quite generally,
this term can be expressed as

Mad 22 |R Rll +2; Z’ MRRI ﬁ,, (26)

where
3
- 7
”2[—{—1/ d3rrt QR YL(r R) (27)

is the multipole moment of the nonspherical charge den-
sity in a sphere centered at R, and the constants ME&k,
are closely related to the nonrelativistic canonical struc-
ture constants

—-1/2 —]—=1"—1 -1
/ e P

MEE, = —1 (2L + 1) +1)]
xsgg‘fn, L (28)

Within the CPA, the Madelung potential at a site R €
R, is then given by

VMad

Z Z M:E(q (29)
where

<qq) — Z cQ LQ’

and QLQ is defined in Eq. (27) with QR(!‘ ) replaced by
its CPA value. It should be noted that the Madelung
term at a site R € R, is a linear combination of the

;% =Ql%-2%,0, (30)
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configurationally averaged multipole moments (q‘f) at all
other sites R’ € R,. The quantities M2l are the so-called
Madelung constants for surface problems.!2-14

In bulk systems corresponding to simple lattices (e.g.,
in substitutionally disordered fcc or bec alloys), the con-
dition of overall charge neutrality leads within the CPA
to a vanishing Madelung term. However, the local en-
vironment effects can modify the charge distribution in
the alloy and thus influence the Madelung fields and
Madelung energies.3® A correct description of such charge
correlation effects goes beyond the single-site CPA. The
problem can be solved approximately and basically two
methods were proposed: (i) The atomic sphere radii s?
are changed such that each atomic sphere is charge neu-
tral while preserving the total volume of the random
alloy.1%3! In this way the average value of the Madelung
term, Eq. (29), is zero and also the local fluctuations
around this value are minimized. The absence of the
Madelung contribution to the one-electron potentials,
Eq. (25), is then compensated by a change of potential
parameters due to changes of the sphere radii s?. (ii)
The atomic radii are kept fixed, but charge correlations
are explicitly included. This can be done at various levels
of sophistication ranging from a mean-field theory®? that
employs local Madelung fields to the charge-correlated
CPA,3® which takes into account all possible environ-
ments of a central site leading thus to an effective prob-
lem for a 2(N1an + 1) component alloy, where Ny, is the
number of first nearest neighbors. Both these approaches
improve the agreement of the alloy formation energy3!:33
with experiment.

In a bulk system consisting of several sublattices with
at least one sublattice occupied randomly (e.g., quasi-
binary alloys), the averaged net charges (q;=°) are in
general nonzero. If the configurationally averaged envi-
ronment of each site is characterized by some local point
group symmetry (e.g., tetrahedral), the higher multipole
moments can probably be neglected and the monopole-
monopole interaction [term L = s (I = m = 0) in Eq.
(29)] plays the decisive role.

For surface problems, the Madelung term describes not
only the charge redistribution between different layers,
but reflects also the strong deviations from the spheri-
cal symmetry for the charge density at the surface. It
has been shown!?~1% that it is necessary to include the
(I = 1,m = 0) term in Eq. (29), corresponding to the
dipole moment perpendicular to the surface, in order to
get results comparable to full-potential slab or supercell
calculations.®” In addition to the Madelung term in Eq.
(29), the nonzero net charges and dipole moments in the
surface layers lead to an electrostatic potential barrier By
across the solid-vacuum interface. This quantity (and the
closely related work function) is also very sensitive with
respect to the nonspherical contributions to the charge
density.8712715

In the surface case the sphere radii s}? can be varied
such that the net charges in each layer are the same,
q;A = q;B = {(gp)- The local charge fluctuations vanish
then in each layer separately, the net charges, however,
remain nonzero in the surface region.
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E. Total energy

Within the density functional theory, the total energy
of a system composed of electrons and fixed nuclei is in
the relativistic case of the same form as in the nonrela-
tivistic case because the one-particle kinetic energy term
can be expressed in the same manner. For one configu-
ration of the system the total energy is given within the

ASA by

gtot_gE_ / d3 / d3lgRr_r’l( )

+ Z / d®r or(7) [ch(QR(r)) - Nxc(QR(r))]
R Jer

VAYAY

R-R| > S (@R MER QK

R#R' LL'

+ 2

R#R/
(31)

where the summation runs over the occupied one-particle
states. The first term in (31) can be rewritten within the
ASA as

occ

e
E

:ZZCE’JCJFZZ/ FEDR,AA(E)dE,
R R A VB

(32)

geore + gband

core

where j runs over the core states with energies eg;°,
Dg, aa(E) is the valence density of states, and Ej is the
bottom of the valence band. The second and third terms
n (31) represent corrections for the electrostatic and
exchange-correlation double-counting terms, ex.(or(r))
is the local density of the exchange-correlation energy,
and pyc(or(r)) is the exchange-correlation potential.
The fourth term corresponds to the electrostatic energy
of the nuclei, and the fifth term describes the electro-
static energy of interacting electron densities in different
Wigner-Seitz spheres, expressed via their multipole ex-
pansion. The sum of the fourth and fifth terms is usually
called the Madelung energy, £M2d. The first three terms
can be written as a sum of contributions from individual
atoms; however, not the Madelung energy, which arises
from electrostatic interactions of pairs of atoms. In the
case of disordered systems, the total energy €%, Eq.
(31), has to be averaged over all configurations.®

Besides the total energy £'°* of the whole system, one
can also define in general a total energy normalized per
atom E'** = £t/ N for a homogeneous system, or per
one atom in a given subset R,, E*°t = £t/ N, for inho-
mogeneous systems.

The configurationally averaged sum of the first three
terms, (£'74), is given within the CPA as

<8ind> — NO Z (E;i;nd> , <E1i’nd> — Z Cz? E{i}nd, Q’

p Q

Ept Q=3 e @ +Z / E Dy \4(E)dE

J

+ [ e [w(ésm) - e (E20)

s BT )} , (33)

_/ d ’
s;? |l‘—l‘!

where R € R,.

For homogeneous isotropic alloys the configurationally
averaged total energy can easily be calculated, because
the multipoles Q& for I > 0 vanish on average, and the
averaged Madelung energy (£M2d) is given as

ZrZr) — (QrQR')

8Mad> — < RYR y 34
( Rglzt' IR — R .
since Mgr = |R—R’| 7. In this case (EM2d) = 0,

because the Zr’s and the Qg’s average independently,
(Zr Zr')= (Zr) (Zn:) and (@ Q)= () (Qf,) for
R # R/, and (Q4)=(Zgr) for all R

The energy of formation for a homogeneous dis-
ordered alloy A,B;,_, is then defined by AE21v=
E*(A,B1_;) — z E**(A) — (1 — z) E**(B), namely, as
a difference between the total energy E**(A,.B;_,) of
the random alloy A,B;_, and the properly weighted
total energies E*°*(Q) of the pure constituent metals
Q=AB

For inhomogeneous systems the electronic multipoles
and the nuclear charges at different sites are again aver-
aged independently, but their averages (Zr)= (Z,) and
(Qk)= (Q{;) depend on their position R € R. In this
case one finds that the Madelung energy can be expressed
in terms of the layer dependent Madelung constants
MZEL" with the monopole-monopole term L = L' =
being excluded from the (L, L’) sum

(£Med) = — 2 S [1202,) + (@] M35 {aa)
+ 3 (@b ME <Qf;’>] : (35)
L.L'

The configurationally averaged total energy (£%°*) for a
disordered alloy with a surface is then given by the sum
of (£7d) and of (€M2d). A similar expression for the
crystal surface using the frozen-core approximation and
a nonrelativistic approach was given in Ref. 12.

The surface energy, i.e., the energy that leads to the
formation of a surface, is defined then by AEsWf =
Et°t(surf) — nE*°*(bulk), namely, as the difference of the
total energy E‘°t(surf) of a system with surface repre-
sented by n atomic layers in the intermediate region (ex-
cluding the layers of empty spheres), and the n multiple
of the total energy E*°*(bulk) of the corresponding bulk
system per one site.
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III. RESULTS AND DISCUSSION

A. Computational details

In all calculations use is made of the point symmetry
of the lattice. The k space integration in Eq. (18) is
performed over the irreducible part of the Brillouin zone
(BZ). In the bulk case we integrate over 1/48 of the fcc
BZ using typically 110 k points. For the fcc(001) surface
we integrate over 1/8 of the surface BZ using typically
21 special k|| points.35 Energy integrations are performed
using a semicircle contour in the complex energy plane
starting at an energy well below the bottom of the valence
spectrum and ending at the Fermi level Er. The integra-
tion is performed using the Gaussian quadrature method,
which does not require the knowledge of the integrand at
Er. Typically 10 to 15 energy points are sufficient for
an accurate energy integration over the energy interval
of about 1 Ry. In the bulk case, we adjust a value of the
Fermi level Er in each iteration step using the approx-
imate value of the total density of states and its slope
in the neighborhood of Er, which can be found by ex-
trapolation from the values corresponding to the last two
points on the complex contour. In the surface case the
Fermi energy is that of the corresponding bulk systems
and it remains unchanged during self-consistent calcula-
tions. Once self-consistency is achieved, the quantities of
interest (e.g., the layer densities of states) are evaluated
on a dense mesh of points parallel to the real axis and
then continued analytically to the real axis.36

The CPA equations (10) are a set of coupled nonlin-
ear equations for the coherent potential functions ’Pf (2)
and the method for their solution is similar to the non-
relativistic case.!? The use of the symmetry-adapted spin
spherical harmonics reduces the number of off-diagonal
elements of P, (z) and 84 ,,(z). For example, for | < 2,
the irreducible representations of the O group to be
considered are I'§ (s'/2), Ty (p}/?), '} (d%/?), T'g (d*/?),
and I'{(d*?and d%2). There are 26 nonzero matrix
elements, and 8 (7) of them are independent for non-
Hermitian (Hermitian) matrices.?” In the (001)-surface
case (group Cy,) with only two irreducible representa-
tions, Ag and A;, the number of nonzero elements is
significantly higher (82) and also the number of indepen-
dent elements (38).

In order to achieve a maximum internal consistency
in the bulk and the surface calculations, which is im-
portant for total energy calculations, we determine the
Green’s function for bulk by coupling the isolated layer
of bulk alloy atoms to the ideal “left” and “right” semi-
infinite alloy subspaces characterized by the correspond-
ing SGF’s.!® The surface Green’s functions G#(k, z)
and G#*(k), z) are calculated by solving Eqs. (21) simi-
larly as in the nonrelativistic case.?®

The problem of charge self-consistency is essentially
the same for both bulk disordered alloys and their sur-
faces and is similar to the case of ordered systems.
The basic quantity is the local density of states ma-
trix D;i an(E), Eq. (12), which is used to solve a cou-
pled system of the LDA equations'” for all inequiva-
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lent atoms (constituent atoms in the bulk case and con-
stituent atoms in all layers of the intermediate region in
the surface case). The intermediate region consists of
three layers of an alloy and two layers of empty spheres
which describe the solid-vacuum interface. The exchange
correlation is described by the functional of Ceperley and
Alder®® as parametrized by Perdew and Zunger.3? In all
calculations the maximum angular momentum quantum
number ! is restricted to 2 and the core orbitals are de-
termined self-consistently (all-electron case).

The implemented codes are very efficient and can be
run even on the low cost workstations. For example, a
fce-Curs Augys relativistic bulk calculation including total
energy requires about two hours on the DEC 5000/20
personal station. A similar calculation for fcc(001) sur-
face requires approximately ten hours.

In the following results for a random bulk fcc-Curs Auzs
alloy and its (001) surface are presented together with
corresponding results for pure fcc-Cu and Au and their
fcc(001) surface. For fcc-Au and its surface we have also
performed analogous calculations in the nonrelativistic
limit by putting c to 10%2.

B. Ground-state properties of fcc bulk constituents

We have calculated the equilibrium volumes of the fcc
Cu and fcc Au by minimizing the corresponding total
energies with respect to the crystal volume. The equi-
librium values of the Wigner-Seitz radius w in the fully
relativistic cases are w°"=2.646 a.u. and wA®=3.070
a.u., and wA"=3.23 a.u. in the nonrelativistic case.
These values agree rather well with the corresponding
experimental data w©"=2.670 a.u. and wA"=3.013 a.u.,
as well as with recent theoretical calculations using the
full-potential linearized augmented-plane-wave (LAPW)
method*® by which values of wc,=2.631 a.u., ws,=3.023
a.u. were obtained in the scalar-relativistic case, and
WaAu=3.164 a.u. in the nonrelativistic case. The slightly
higher value of wA" in the present case is due to the re-
striction to [ < 2.4! Also the bulk moduli estimated from
fitting a parabola to Fiox = f(w), using typically 5-7
values of w, agree reasonably with the scalar-relativistic
LAPW calculations (in brackets): Bg, = 1.44 Mbar and
Bpu = 1.84(1.83) Mbar. In agreement with (Ref. 40) it
is thus obvious that scalar-relativistic corrections reduce
the equilibrium crystal volume and thus stiffen the bulk
modulus significantly.

C. fcc-Cu and its (001) surface

Nonrelativistic surface calculations were performed
recently'4 at the experimental value for the Wigner-Seitz
radius s€"=2.669 a.u., which is close to the one deter-
mined theoretically, and need not be repeated here. The
fully relativistic layer-resolved densities of states (DOS)
for the top three layers of Cu(001) are compared with
the corresponding bulk DOS in Fig. 1. The top-layer
DOS shows a significant narrowing due to the lowering
of the coordination number at the surface. The second
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FIG. 1. Layer-resolved densities of states for a clean rel-
ativistic Cu(001) surface. The top three layers are denoted
by s1, s2, and s3, respectively. The bulk density of states is
given for a comparison. The vertical lines denote the position
of the bulk Fermi level.

layer DOS is still influenced by the presence of the sur-
face while the third layer DOS is already close to that of
the bulk layer. It should be noted that the shapes of the
layer-resolved DOS’s agree very well with their nonrela-
tivistic counterparts (see Fig. 1 of Ref. 14).

The surface-core level shift (SCLS) is connected with
a different local coordination of atom at the surface and
in the bulk. In the present case, the surface and bulk
coordination numbers are 8 and 12, respectively. In the
so-called initial state model, the SCLS is identified with
the difference of calculated core levels for the bulk and
its surface as obtained from corresponding self-consistent
all-electron calculations. By neglecting screening effects
it is frequently assumed that the core level shifts fol-
low rigidly the shifts for the corresponding valence levels.
Screening effects are at least partially included in the so-
called final state models, of which an especially simple
one is the equivalent core model.#? In the present paper
we determined the SCLS within the initial state model.
For the Cu(2ps/;) level the SCLS amounts to 0.34 eV,
which is in a reasonably good agreement with the exper-
imentally observed value of 0.24 eV.43

The calculated work functions ® (defined as & =
By — Ep, where By is the dipole barrier, i.e., the value
of potential in the vacuum region'?) are similar for the
nonrelativistic and the relativistic case, namely, $=4.75
eV and ®=5.0 eV, respectively. We used in both calcula-
tions the same atomic radius w®" = 2.646 a.u. as found
from the fully relativistic total energy calculations. The
experimental value is ®=4.64 eV. The fully relativistic
value agrees reasonably with a recent scalar-relativistic
calculations of Ref. 44.
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D. fcc-Au and its (001) surface

We assumed an ideal, unreconstructed Au(001) (1x1)
surface, similarly as in a recent scalar-relativistic full-
potential LAPW (FLAPW) calculation.*® The results
for the layer-resolved DOS are compared with their bulk
counterparts in Figs. 2 and 3 for the non-relativistic and
fully relativistic cases, respectively. Similarly to the pre-
vious case, we have used in both calculations the same
atomic radius w”" = 3.070 a.u. which was determined
theoretically from the fully relativistic total energy cal-
culations. In both cases one can see narrowing and an
energetic upward shift of the top layer DOS, and a fast
convergence to the bulk DOS. The shape of the layer-
resolved DOS’s are, however, significantly determined by
relativistic effects, namely, a large downward shift of the
s band with respect to the d band (corresponding to the
Darwin and mass-velocity shift in a scalar-relativistic ap-
proach), and a significant splitting into d*/? and d%2
contributions. It should be noted that the bottom of the
s and the d band nearly coincides in the nonrelativis-
tic case, whereas in the fully relativistic case the bottom
of the s-band is about 2 eV below the bottom of the d
band. The calculated bulk DOS agrees very well with
the scalar-relativistic LAPW results with spin-orbit cor-
rections included [see Fig. 2(c) of Ref. 40].

The spin-orbit splitting of 1.6 eV as estimated from
the difference C(d%/2) — C(d®/?), is not influenced by the
presence of the surface, i.e., the energetic upward shift of
0.8 eV for the 5d%/2 and 5d%/2 levels in the surface layer is

S

S

s3

LDOS (arb. units)

bulk

1

-0.85 -0.65 -0.45 -0.25 -0.05

5

Energy (Ry)

FIG. 2. Nonrelativistic layer-resolved densities of states for
a clean Au(001) surface. The top three layers are denoted by
sl, s2, and s3, respectively. The bulk density of states is
given for a comparison. The vertical lines denote the position
of the bulk Fermi level.
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FIG. 3. Relativistic layer-resolved densities of states for a
clean Au(001) surface. The top three layers are denoted by
sl, s2, and s3, respectively. The bulk density of states is
given for a comparison. The vertical lines denote the position
of the bulk Fermi level.

almost rigid. Due to the reduced coordination, however,
the dispersion of the 5d3/2 and 5d%/2 bands near and at
the surface is considerably reduced. Quite clearly a fully
relativistic treatment is needed to describe the details of
the electronic structure for Au(001).

Within the initial state model the calculated values for
the SCLS for the Au(4f7/;) level are 0.23 eV and 0.39
eV in the nonrelativistic and the fully relativistic case,
respectively. A comparable value of 0.5 eV (for a shift
of the center of gravity of surface bands) was estimated
from scalar-relativistic FLAPW calculations.?® The ex-
perimentally measured value*3 is 0.39 eV.

The inclusion of relativistic effects influences signif-
icantly the calculated work function for an ideal fcc-
Au(001) surface. The nonrelativistic and fully relativistic
values are & =5.16 eV and ® =6.15 eV, respectively. The
main reason for this increase of ® is the downward shift
of the Fermi level (from a nonrelativistic value of —0.053
Ry to —0.135 Ry in the relativistic case). A similar value
of 6.16 eV was obtained in the scalar-relativistic frozen
core calculations of Ref. 44, while a slightly smaller value
of 5.39 eV was found in the scalar-relativistic FLAPW
calculations for nine-layer slab. The experimental value
is 5.47 eV.44

E. fcc-CursAugg alloy and its (001) surface

The case of substitutionally disordered random CuAu
alloys is more involved due to the very different sizes
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of constituent atoms. The present approach allows
in principle an approximate inclusion of lattice relax-
ations around larger and smaller atoms by scaling lo-
cally the ideal, unperturbed structure constants and thus
modeling lattice relaxations via additional off-diagonal
disorder.10%¢ The effect of charge correlations can be
also included (see discussion in Sec. IID). In the present
paper, however, the above effects are neglected and the
case of an ideal undistorted lattice with equal atomic
radii w€* = wA" = w! is discussed, where a common
Wigner-Seitz radius of a random alloy is determined by
minimizing the corresponding alloy total energy. Such
an alloy model is commonly used in state-of-the-art bulk
KKR-CPA calculations.!1:37:48750 The calculated value
of the equilibrium Wigner-Seitz radius for random fcc
CuzsAusys is 2.807 a.u. and the estimated value of the
alloy bulk modulus amounts to 1.56 Mbar. Both are
therefore close to corresponding values for pure Cu. The
calculated value of w®! is larger than its Vegard value
(w!! = 2.76 a.u.). This is in agreement with experi-
ment and a recent self-consistent fully relativistic KKR-
CPA calculation.%” The present values are systematically
slightly larger in comparison with Ref. 47 as a result of
restriction [ < 2.4

There are quite a few relativistic KKR-CPA studies of
the bulk fcc-CuzsAugs random alloy in the literature850
whereby only Ref. 49 was an early attempt of includ-

LDOS (arb. units)

-0.85 -0.65 -0.45 -0.25 -0.05
Energy (Ry)

FIG. 4. Relativistic layer-resolved densities of states for a
random CursAuzs(001) surface. The top three layers are de-
noted by s1, s2, and s3, respectively. The bulk alloy densities
of states are given for a comparison. Shown are the total
densities of states (full lines), and the componentlike densi-
ties of states for Cu (dotted lines) and Au (dashed lines). The
vertical lines denote the position of the bulk alloy Fermi level.
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ing charge self-consistency. In all other calculations
the Cu- and Au-alloy potentials were either adjusted®®
or taken from self-consistent calculations for the cor-
responding ordered CuzAu alloy.#® The self-consistent
scalar-relativistic calculations of Ref. 40 with spin-orbit
corrections were performed for artificially ordered so-
called special quasirandom structures (SQS) simulating
a random fcc-CuzsAugs alloy. The results for total and
component-resolved layer DOS’s are summarized in Fig.
4 together with their corresponding bulk counterparts.
The layer-resolved and bulk Cu-component DOS’s are
similar to those for a pure Cu (Fig. 1) but extend below
the bottom of the Cu d band due to hybridization be-
tween Cu and Au states. The effect of disorder can be
seen from the broadening of the DOS below the bottom
of the Cu d band. The Au DOS’s differ significantly from
those of the pure system (Fig. 3), because of (i) the dif-
ferent lattice spacing, and (ii) the effect of strong disorder
for the impuritylike Au atoms. As a result, the Au DOS’s
in a random alloy are broadened and rather structureless.
A strong reduction of the Au DOS’s in the energy region
of Cu d states can be seen indicating presence of strong
disorder. The narrowing and the upward shift of the top
layer DOS for Cu and Au reflect the reduced coordination
at the surface. Similarly to pure crystals, the subsurface
DOS is still influenced by the presence of the surface
while the third sample layer is already close to the bulk
DOS. The present results for the bulk DOS’s of random
CursAugs alloy agree well with those of KKR-CPA (Refs.
48 and 50) as well as with the SQS results of Ref. 40. In
the latter case, not surprisingly, additional features in the
DOS missing in alloy calculations are present due to the
artificially ordered structures used.

The calculated work function for disordered
CurzsAugs(001) alloy is @ =5.29 eV, which almost cor-
responds to the concentration weighted values of & for
the pure Cu and Au fcc(001) surfaces. Finally, within
the initial state model, the value of the SCLS for the
Au 4f7/; level is 0.36 eV, which is slightly reduced in
comparison with the pure Au value.

IV. SUMMARY

A numerically efficient self-consistent Green’s-function
formalism needed to calculate electronic properties of dis-
ordered alloys and their surfaces from a unified point
of view was presented. This approach is based on the
fully relativistic all-electron LMTO method in the tight-
binding representation. The applied surface Green’s
function concept allows one to reduce the problem, origi-
nally infinite in the layer indices, to an effective problem
of finite order in layer indices. Charge self-consistency
is described within the ASA by using the monopole and
dipole components of the charge density at the surface
and thus facilitates a proper description of surface states
and of the work function. In addition to the CPA deriva-
tions expressions for the total energies of the bulk and
surface alloys are given.

The results of self-consistent calculations can be used
to determine a number of physically relevant electronic
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(densities of states, x-ray and photoelectron spectra,
bulk- and surface-core level shifts, work functions, etc.)
and ground-state (equilibrium lattice constants, bulk
moduli, heats of mixing, surface energies, etc.) properties
of random alloys and their surfaces. The applicability of
the present method was illustrated in terms of the fcc-
CuzsAuys random alloy and its (001) surface, whereby
the corresponding results for the pure constituents were
also discussed. The necessity of a relativistic approach
for fcc Au and its (001) surface was demonstrated by
comparing with corresponding nonrelativistic results.

ACKNOWLEDGMENTS

The financial support for this work was provided by
the Academy of Sciences of Czech Republic (Project No.
11015), the Grant Agency of Czech Republic (Project No.
202/93/0688), the Austrian Ministery of Science (Project
No. GZ 45.123./1-11/A/4/91) and the Austrian Science
Foundation (P8918).

APPENDIX: RADIAL DIRAC EQUATION
AND POTENTIAL PARAMETERS

A solution ¢ (FE,r) of the Dirac equation for a spher-
ically symmetric potential V(r) confined to an atomic
sphere of radius s and energy E is given by®!37

oatmur) =it (B ey ) A=,

(A1)

whereby within the ASA it is assumed that ¢A(E,r) =0
for r = |r| > s. The Q,,(f) are spin-spherical harmonics
corresponding to the relativistic quantum numbers £ =
—l-1forj=1+1/2,k =lforj=1-1/2,and —j < p <
j. Because of spherical symmetry, the functions ¢ (E,r)
are orthonormal in the Wigner-Seitz sphere

/dar (ﬁX(E,r)(ﬁAl (E,l‘) EX IV (A2)

The radial functions g.(F,r) and f.(E,r) are solutions
to the radial Dirac equation

(d +1+f-c> gn(E,r)_(HE‘C—Z(’"))

a

xc fe(E,7) =0, (A3)

(% - “) ¢ fulEy7) + [E - V()]

xge(E,7) =0, (A4)

where for matters of simplicity the site index R is
omitted. These solutions are regular at the ori-
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gin, ie., lim,o rg<(E,r) = lim, o rfx(E,7) = 0,
and are normalized within the Wigner-Seitz sphere
Jo drr?[g2(E,r) + f2(E,r)] = 1.

In the case of potentials with the leading term V'(r) =
—2Z/r, Z > 0, the regular solution g.(E,r) behaves for
small r like 7, where a = —1 + [k2 — (2Z/ ¢)?]'/2. For
7 — 0 the initial condition for the radial Dirac equation
is then given by

cfe(E,r) & 2Z 2
w(Br) 27 ”[”2‘<c)

while in the case of an empty sphere, for which Z = 0
and thus V (r) is finite at 7 = 0, the initial condition (A5)
is defined by

cfe(E,r) [ O fork=—-1-1<0
ge(E,r) ~ | too fork=1>0.

1/2
, (A5)

(A6)

The logarithmic derivative of the wave function and
the logarithmic derivative of its energy derivative (de-
noted by tilde) evaluated at the sphere radius s are
defined for the upper (big) components as D.(E) =
39x(E,s)/ gx(E,s) and Dy(E) = sg"K(E, s)/ 9x(E, 8).
Here, g|.(E,s) denotes the derivative with respect to r
evaluated at the sphere radius s and the overdot denotes
the derivative with respect to the energy. They are ap-
proximately given by

9)
(A4), if [E — V(r)]/c? is ne-

9x(E
as follows from Egs. (A3

D(E) = ;:E ;—n-1, (A7)
EN(E).—scf"E ) 1, (A8)
)
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glected as compared to 1.
The so-called canonical potential function
0/ _ w2+ D(E)+1+1 A
B =20i+1) () Thopo (A9
is within the TB-LMTO method approximated by
Po(E) = 2 —Cr (A10)

An""YN(E—Cn) ’

where C,, A, and «, are the potential parameters.

The potential parameters in the relativistic case are
determined essentially in the same way as in the nonrel-
ativistic case, namely,

1 A+l Dy —1
T = 2@+ 1) (E) D +14+1°

vk Dun—l Dun+l+1
A, =, = - A1l
= (D.M—l Do +1+1 (A11)
ve Do +1+1
C'c:EuK._g R

g:DDn+l+1’

where v = gn(Eun, S), .(.)w; = gn(Euna S), Dun =
Dn(Eun)a and Dy, = DK(EVN,)-

The potential parameters for empty spheres can be de-
termined analytically (see Ref. 17), since V(r) = V =
const,

gN(E’r) = Ajl(pr) )
_J —A®/7Y)jita(pr) fore=-1-1<0
e fu(Byr) = { A (p/7) jt-l:r(;??") fork =1>0,

(A12)

where A is the normalization constant, vy = 1 + (E —
V)/ 2, p={(E-V)y}'/2, and j(z) is a spherical Bessel
function.
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