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Structure of Ni(1QQ)-c(2 X2)-Na: A LEED analysis
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The structure of Ni(100)-c(2X2)-Na has been investigated by analysis of extensive new low-energy
electron-diffraction (LEED) data. The structure is found to contain Na atoms adsorbed in fourfold hol-
low sites on an unreconstructed and essentially unrelaxed substrate. The Na-Ni layer spacing is
2.38+0.04 A and the first Ni-Ni layer spacing is 1.75+0.01 A. These results are in good agreement with
the conclusions of an early study by Demuth et al. [J.Phys. C 8, L25 (1975)]. Good agreement between
experimental and calculated LEED intensities is obtained using the dynamic theory of LEED, with a
conventional, muSn-tin potential for the adsorbed Na atoms and a step potential at the surface. The
good agreement pertains not only to the energy positions and relative intensities of peaks in intensity-

energy spectra for the diffracted beams, but also to the relative beam intensities, which span a range of
nearly two orders of magnitude.

I. INTRODUCTION

The Ni(100}-c(2X2}-Na structure was among the very
first overlayer systems to be analyzed by low-energy elec-
tron diffraction (LEED). Andersson and Pendry' report-
ed in 1972 that Na atoms adsorb in fourfold hollow sites
at a distance of 2.87 A from the first Ni layer. The loca-
tion of Na atoms was confirmed a few years later by
Demuth, Jepsen, and Marcus, but the Na-Ni layer spac-
ing was found to be 2.23+0. 1 A, as later confirmed by a
new analysis by Andersson and Pendry. This result, and
a similar result for the Al(100)-c(2X2)-Na structure, ap-
pears to have formed part of the basis for the general as-
sumption that alkali-metal adsorption on metals occurs
without reconstruction of the substrate and, further,
that at coverages where superstructures of simple period-
icity are formed these involve occupation of high-
symmetry sites.

Since these early studies, the local bond geometry has
been a neglected aspect of the study of alkali-metal ad-
sorption. Recently, however, there has been a resurgence
of interest, in part due to experimental and theoretical
studies ' on close-packed Al surfaces which have
shown that the adsorption of alkali metals at room tem-
perature leads to a strong' reconstruction of the Al sub-
strate Weak reconstructions, involving rumpling or
buckling of the first substrate layers, have also been re-
ported for Ni(111)-(2X2)-K, ' Ni(100)-c (4X2)-K, '

Ru(0001)-(2 X 2)-cs, ' and for the Al(111)-
(~3Xv 3}R30' structures formed by adsorption of K
and Rb at low temperature. ' These observations clear-
ly bring into question the results of earlier studies where
such possibilities were not considered, and provide the
general motivation for the present work. A surface ex-
tended x ray absorption -fine-structure (SEXAFS) study
has already shown that the Al(100}-c(2X2)-Na structure
involves a reconstruction of the substrate, in disagree-
ment with the result of the early LEED study noted
above. For the Ni(100)-c(2X2)-Na structure, however,
the present work confirms the conclusion of Demuth,

Jepsen, and Marcus that Na atoms occupy fourfold hol-
low sites on an unreconstructed substrate.

A further question of interest in the present work is
whether the conventional theory of LEED can be used to
treat the scattering froin adsorbed alkali-metal atoms. It
has been suggested recently' that a postulated much
worse agreement between experimental and calculated
LEED intensities for systems involving adsorbed alkali
metals, relative to that usually obtained for other adsor-
bate systems and clean surfaces, is due to a nonspherical
contribution to the scattering potential resulting from a
dipole moment on the adsorbed alkali-metal atom. Al-
though this possibility has not been directly investigated
in the present work, we note that good agreement be-
tween experimental and calculated intensities is obtained
here using a conventional muffin-tin treatment of the
scattering from adsorbed Na.

In the following, the experimental methods are de-
scribed in Sec. II. The LEED intensity calculations and
data analysis procedures are described in Secs. III and
IV, respectively. The results of the analysis of the experi-
mental LEED data are given in Sec. V, and are summa-
rized and discussed in Sec. VI.

II. EXPERIMENTAL PROCEDURES

The measurements were carried out in a p-metal
ultrahigh-vacuum chamber' with base pressure of
3X10 " torr. The chamber was equipped with reverse-
view LEED optics, ' which was used both for LEED in-
tensity measurements and for Auger electron spectrosco-
py (AES) measurements of surface chemical composition.
The Ni(100) crystal was mounted on a manipulator with
facilities for rotation of the crystal about two orthogonal
axes through the nominal crystal position and with a tilt
motion of the manipulator shaft about an axis perpendic-
ular to the shaft at the top of the manipulator. The crys-
tal could be heated by electron bombardment. The crys-
tal temperature was measured using a W-5%Re/W-
26%Re thermocouple spot welded to the rear of the crys-
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tal. The crystal was cleaned by cycles of Ar bombard-
ment at 600 K and annealing to 1050 K.

Sodium was deposited onto the crystal by evaporation
from a source manufactured by SAES. ' The deposition
was carried out incrementslly, in a total time of a few
minutes, until best development of the c(2X2) LEED
pattern was achieved, at which point the coverage of ad-
sorbed Na is assumed to be 0.5 monolayer. The crystal
temperature during Na deposition was 320 K. The
residual-gas pressure during evaporation was typically
& 2 X 10 torr. AES measurements taken after deposi-
tion and after completion of a set of LEED measure-
ments indicated that surface contamination, which was
almost entirely C, was less than 0.05 monolayer, as cali-
brated by AES measurements for the Ni(100)-c(2X2)-
CO structure, assumed to contain one-half rnonolayer
CO.

The LEED intensity measurements were made using a
video-LEED system consisting of a light-sensitive video
camera ' with a silicon-intensifier-target (SIT} photo-
tube, a "frame-grabber" adaptor for digitalization of
video images of the LEED pattern on the fluorescent
screen of the rearview LEED optics, and a 16/12 bit
analog-to-digital (AD) adaptor for programming the elec-
tron energy and camera gain, and for reading the electron
energy and beam current. The two adaptors are in-
stalled in a personal computer. Apart from a simple inter-
face between the AD adaptor and the LEED electronics,
the system is based on commercial components and is
easily upgradable.

A digital image of the LEED pattern with a geometric
resolution of 512X 512 pixels and an intensity resolution
of 8 bits is obtained at each energy. The intensity of a
given diffracted beam is obtained from the digital image
by summing the pixel intensities in a window centered on
the diffraction spot. The window size is typically set at
15X23 pixels. (The pixels have aspect ratio 4:3.) The
full width at half maximum (FWHM) of the LEED spot
is typically about 5 pixels. Statistical Quctuations of the
order of 10% in the individual pixel intensities are largely
averaged out by the summation. The position of the win-

dow for a given diffraction spot at a given energy is first
calculated using a calibration of the magnification of the
optical system and frame grabber, then determined by
scanning the intensities within the window to find the po-
sition of maximum pixel intensity. The window is then
recentered on the determined position and the pixel in-
tensities are summed. This procedure provides a com-
pletely robust method for tracking the movement of the
diffraction spots with energy. The root-mean-square
(rms) deviation between the calculated and determined
positions is typically 3—4 pixels, mostly due to about 2%%uo

geometric distortion in the SIT phototube. The spot in-
tensity is corrected for background, as measured by sum-
rning pixel intensities in windows above and below the
diffraction spot, and is normalized for the electron beam
current and for the Lambert's law variation of the spot
intensity with its position on the fluorescent screen. The
spot intensity is also corrected for the spatial variation of
the camera sensitivity, as calibrated using a 99.5%
homogeneous light source. The intensities of an arbi-

trary number of beams are measured simultaneously (to
within the 40 ms digitalization time). Determination of
the spot intensities is carried out in real time and requires
about 40 ms per beam at a given energy. The transfer of
pixel intensities in a spot window from a frame buffer on
the frame grabber to the personal computer accounts for
the bulk of this time. Acquisition of an image of the
LEED pattern at a given energy is carried out in parallel
with the processing of the image acquired at the previous
energy, using the two frame bufFers on the frame grabber.

The main problem with the video-LEED technique in
our implementation is the restricted dynamic range re-
sulting from the dark current in the video camera (typi-
cally about 5% of the full video signal) and from the 8-bit
representation of pixel intensities in the commercial
frame grabber. We have discovered that this problem
can be largely overcome, at the cost of some increase in
measuring time, by continuously changing the optical
gain of the system. This is achieved by programming the
gain of the video ampli5er of the camera at each energy,
in s feedback loop, to achieve near-saturation intensity
for a chosen diffraction spot. Since changing the gain of
the video amplifier leaves the dark current unchanged,
this results in a large increase in the signal-to-noise ratio.
Setting the optimum gain at each energy in the feedback
loop typically requires the acquisition of 2 —3 video
frames. However, presumably because of lsg in the
response of the SIT phototube to changing light levels, a
delay of about 300 ms between each frame acquisition is
necessary to obtain constant response. By saving the
values of the optimal gain at each energy, subsequent
runs can be carried out much more rapidly. The gain of
the video amplifier is calibrated using the homogeneous
light source and proves to be an almost linear function of
the programming voltage over a range of almost two or-
ders of magnitude.

In principle, the above procedure could be used to
achieve an optimal signal-to-noise ratio for each beam at
each energy. However, this would require a separate
measurement for each beam and thereby increase the to-
tal time for the measurement of a set of intensity spectra
by a factor equal to the number of beams of interest. In
practice, an acceptable signal-to-noise ratio is obtained by
dividing the beams into a few sets according to their aver-
age intensities, and programming the camera gain to
achieve near-saturation intensity for the brightest beam
of the set of interest at each energy. Thus, in the present
work, measurements for the generally weaker fractional-
order beams were carried out immediately before or after
the measurements for the substrate beams, at larger gain
settings of the video amplifier and with larger incident
beam current. The intensity-energy spectra shown later
have been normalized for the video gain and are therefore
on the same accurately known (but arbitrary) intensity
scale.

Intensity-energy spectra were measured at room tem-
perature in the energy range 40—450 eV at normal in-
cidence, 8=0, for the clean Ni(100) surface, and at
8=0, +10', and —10 for the c(2X2}-Na structure.
The azimuthal angle of the crystal was set at 0, such that
the plane of incidence coincided with a mirror plane of
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TABLE I. Experimental data base for clean Ni(100) and Ni(100}-c(2 X 2)-Na. R (expt-expt) is the R
factor for the comparison of the symmetry-equivalent beams.

Angle of incidence
Energy range (eV)
Energy grid (eV)
Total number of beams
Symmetry-inequivalent

integral-order beams
Symmetry-inequivalent

fractional-order beams
R(expt-expt)

(1X1)
00

50-450
1

19

0
0.008

0'
40—450

1

36

3
0.012

c (2 X2)-Na

—10'
40—450

1

26

7
0.009

+ 10'
40—450

1

26

10

6
0.012

the surface structure. Repetitive measurements of inten-

sity spectra for given hk beams from the same prepara-
tion of the surface structure revealed that random errors
in the measurements are very small. In all the spectra
shown below these errors are reduced to insignificance by
averaging ten sets of measurements, followed by smooth-
ing. The incidence angles were set to within 20. 1' by
minimizing the R factor (see Sec. IV) for the comparison
of intensity-energy spectra for (nominally) symmetry-
equivalent beams. The minimum R factors were of order

a)
R
X

N

C ~ ~ ~~ ~
~ ~

I
I

b) (-1.00, 0.00)
0.008

2.4

c) (-0.50,-0.50)
R = 0.038
X 7.2

N
C
Q
C

~ l

d) (-o.5o, o.5o)
R = 0.0t8
X 14.9

) (-0.50,-2.50)
0.009

68.2

100 200 300

Energy (eV)

400

FK)'. 1. Comparison of experimental intensity-energy spectra
for five pairs (a)-(e) of diffracted beams from the Ni(100)-
c(2X2)-Na structure at an incidence angle of 8= —10'. The
beams in each pair are nominally equivalent due to mirror-plane
symmetry. Each panel shows hk indices for one of the pair of
beams, R-factor values for each comparison, calculated via Eq.
(4), and scale factors which must be applied to place the spectra
for the different beams on the same intensity scale. Note that
the peak intensities of this data set span a range of about 70.

0.01 (see Table I). A comparison of such spectra for the
c(2X2}-Na structure at 8= —10' is shown in Fig. l.
Since random errors have been virtually removed, the
small differences between the spectra are due to systemat-
ic errors, probably caused by errors in angle settings, by
inhornogeneities in the response of the fluorescent screen,
and possibly also by imperfections in the crystal orienta-
tion and surface perfection. The discrepancies between
spectra recorded for different preparations of the
c (2 X2)-Na structure were always less than the
discrepancies between symmetry-equivalent beams for a
given preparation. The spectra shown later are the result
of averaging over ten sets of measurements of the indivi-
dual hk beams, followed by smoothing, followed by
averaging the intensities of symmetry-equivalent beams.
The experimental data base is summarized in Table I.

III. LEED CALCULATIONS

LEED intensities were calculated using the dynamical
theory of LEED, with computer programs derived from
the layer-doubling and combined-space programs of Pen-
dry 5 and of Van Hove and Tong. Atomic scattering
matrices for Ni and Na were calculated using phase shifts
calculated from the muIn-tin band-structure potentials
of Moruzzi, Janak, and Williams, and were renormal-
ized for the effects of thermal vibrations using rms isotro-
pic vibrational amplitudes uN, for the adsorbed Na
atoms, uN;, for the first Ni layer, and u N; &„&z for the Ni
substrate. Up to 196 partial waves (14 phase shifts) and
139 plane waves (reduced respectively to 24 and 74
symmetry-adapted plane waves at normal incidence and
8=+10') were used, respectively, in the L-space and k-
space treatments of multiple scattering within and be-
tween layers parallel to the surface. The complex elec-
tron self-energy X= Vo+i V; was taken to be indepen-
dent of energy. The surface potential barrier was taken
to be a refracting but nonreAecting step of height Vo, po-
sitioned at a distance dsp equal to one-half the bulk inter-
layer spacing above the Srst layer of atoms.

Refinement of the surface structures of clean Ni(100}
and Ni(100)-c(2X2)-Na was carried out using an au-
tomatic implementation of a simple, iterative procedure
described previously, which makes extensive reuse of
scattering matrices, which are stored for all energies, for
the individual layers, selvedge, and bulk of the crystal. In
each complete iteration, the optimum values of the first
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The surface structures were determined by minimizing
the R factor for the comparison of experimental Ihkp'(E)
and calculated Ihk'(E) intensity-energy spectra as a func-
tion of the structural and nonstructural variables of the
calculations defined above. The R factor used here is a
normalized y function defined

hki hk i
I~&P. cI hk, i

hk, i, +hk, i+hk, ihk, i

where c is a single, global scaling constant between the
experimental and calculated intensities, and o hk; are the
experimental uncertainties at the ith energy point. The
scaling constant is determined by the requirement that
t)R /Bc =0 as

C=
hk, i

IexPtIca
hk, i hk, i

2
+hk, i

I"
hk, i

hk, i +hk, i

(2)

four interlayer spacings d,. and Vo are determined by
minimizing the R factor as a function of each layer spac-
ing in turn for fixed values of the remaining nonstructural
parameters V;, u N„u Nj &, and u Nj b„]g In each elemen-

tary step the optimum value of a particular layer spacing
is determined simultaneously with Vo. The procedure
was iterated to convergence, which typically required
3 —5 passes with the convergence condition that

o 3~Ed;~ ~0.001 A, where b,d; is the change in the

optimum value of d, from one iteration to the next. This
took about 15 and 45 min, respectively, for normal in-

cidence and off-normal incidence on a Digital DEC Al-

pha workstation. The remaining nonstructural parame-
ters and, where appropriate, the interatomic vectors
within composite layers, were varied in an outer loop of
the refinement, which was also ("manually" ) iterated to
convergence.

IV. R-FACTOR ANALYSIS

where (Ihk ) is the beam rms intensity, it follows that the
total R factor can be written as

R g whkrhk g wkk .
hk hk

It follows from Eqs. (5) and (6) that, if the ratio
(Ihk ) /ohk is constant, then the contribution rhk of a
given hk beam to the total R factor is weighted only by
nhk and thus by its energy range. In this event, all beams,
strong and weak, contribute to the R factor on an equal
footing. In practice, as can be seen from Fig. 2, the ratio
is only very roughly constant. Thus the contributions of
beams with relatively large errors (with values of o h„ ly-
ing above the dashed line in Fig. 2) are downweighted.

In principle, the use of a normalized g statistic enables
estimatation of the uncertainties o. in the best-fit values
of the calculational variables x via

cr =2R,„/(N~B R/Bx~ ), (7)

where R;„is the minimum value of the R factor and Xz
is the number of degrees of freedom in the fit, and where
correlations between the best-fit values have been ig-
nored. In practice, estimates based on this equation yield
unrealistically small values for 0, presumably because of
correlations between the experimental uncertainties
which effectively reduce N~. In order to obtain an objec-
tive, if ad hoc, estimation of the uncertainties in the best-
fit values, we replace the above equation by

cri =2kR;„/8 R /Bxj. ,

where the constant k is taken to be 0.1. As illustrated
later in Fig. 4, this recipe amounts to equating 0. . with

the change b,x in the optimum .value x'p' corresponding
to a 10% increase in R from R

Finally, it is useful to define the sensitivity s. of the R
factor to the variable x as

1/2hk

& (Ihk,'; Ih "E')'—
,"hk;=)

(3)

In practice, as noted in Sec. II, it turns out that the
values of crhk; determined from repetitive measurements
of experimental spectra are considerably smaller than the
discrepancies between symmetry-equivalent beams. Thus
to obtain a more realistic measure of the influence of the
actual uncertainties we replace the ohk; by the beam-
average rms uncertainties

s =x "t/tr
J J J

r

r

0
r

r

obtained by comparison of intensities Ih7',",. for n,
symmetry-equivalent h'k' beams with their average Ihk
where nhk is the number of energy points for the beam
hk. The R factors for the individual hk beams are
defined as

0
25

I

50
I

75 100

hk

FIG. 2. Plot of the rms uncertainties o „„,obtained via Eq. (3)
as the average over energy of the uncertainties derived from the
comparison of nine pairs of nominally equivalent hk beams, as a
function of the rms beam intensities (I„„),for the experimental
intensity spectra at 0= —10 (see text). The dashed line is a
least-squares fit to a straight line through the origin. In con-
structing the plot the intensities and uncertainties have been
scaled with respect to (I» ) = 100.

—y (IexPt cIcal )2 g (IexPt)2

Defining the beam weighting factors

whk =(1/trhk ) g (Ihk; ) =(1/trhk )nhk (Ihk )

(4)
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V. RESULTS

A. Clean Ni(100)

The results of the refinement of the structure of clean
Ni(100) are shown together with the results for c (2X2}-
Na in Table II. As can be seen from the table, the surface
structure of Ni(100) corresponds within the experimental
error to the truncation of a bulk crystal. However, the
vibrational amplitudes of first-layer Ni atoms are found
to be about 60% larger than those for deeper layers. A
comparison of the experimental intensity-energy spectra
with spectra calculated for the optimum parameter
values is shown in Fig. 3. The R factor for the compar-
ison is 0.015 as compared to the value of 0.008 for the
comparison of the symmetry-equivalent experimental
beams.

B. c(2X2)-Na

M
CS
C

I

b} (-too,—
R = 0.014
X 12

c) (-2.00, 0.00)
R ~ 0.022
X 2.3

I

d) (—2.00,—1.00)
R = 0035
X 70

a) (—1.00, 0.00)
R = 0.011

X 10

Preliminary calculations were carried out for structural
models involving Na atoms adsorbed in either the onefold
on-top sites, fourfold hollow sites, or fourfold substitu-
tional sites consistent with the experimentally observed
symmetry. Satisfactory agreement between experimental
and calculated intensity spectra was only obtained for ad-
sorption in the fourfold hollow sites. The parameters
defining this model were subsequently refined, with re-
sults given in Table II. Full refinements were carried out
for the data sets at 8=0', +10', and —10'. After com-
pletion of the analysis, test calculations were carried out
for 8=0' in which the second Ni layer was split into two
layers of c (2 X2) symmetry, with a separation hr. The R
factor was increased by all nonzero values of Ar. Final
test calculations were also carried out in which the posi-
tion of the surface potential barrier, dsp, was varied, to-
gether with the interlayer spacings, for fixed, optimum
values of the nonstructural parameters. As noted below,
the influence of dsp was insignificant.

The relative sensitivity of the R factor to the structural
and nonstructural parameters is tabulated in Table III for

100 2QQ 300

Energy (eV)

400

FIG. 3. Comparison of experimental (solid lines) and calcu-
lated (dotted lines) intensity-energy spectra for clean Ni(100) at
8=0' for four diffracted beams (a)-(d). The beam hk indices, R
factors, and scale factors are shown in each panel. The calculat-
ed spectra were obtained using the best-fit parameter values
given in Table II.

the analysis of the measurements at 8=0'. It is interest-
ing to note the relatively low value of so, the sensitivity to
the Na-Ni interlayer spacing, as compared to that for s„
the sensitivity to the first Ni-Ni interlayer spacing. This
result is similar to that found recently for the Al(111)-
(~3X&3)R30'-Na system. The relative sensitivity of
the R factor to the layer spacings do and d, and the rms
vibrational amplitudes u N„u N;, and u N; b„&k can also be

TABLE II. Best-fit parameter values for clean Ni(100) and for Na adsorbed in the fourfold hollow
site in the Ni(100)-c(2X2)-Na structure. d; is the ith interlayer spacing. do is the Na-Ni spacing. uN„
uN; 1, and uN; b„z are the rms vibrational amplitudes for Na atoms, and for Ni atoms in the first layer
and bulk, respectively.

Angle of
incidence

do {A)
dl (A)
d2 (A)
d3 {A)
uN, {A)
uN, , (A)
uNt bulk (A)
V,

'
{eV)

R

(1X1)

po

1.77+0.01
1.76+0.01
1.77+0.01

0.16+0.02
0.10+0.01
3.1+0.6

0.015

pO

2.38+0.04
1.74+0.01
1.77+0.01
1.74+0.02
0.25+0.02
0.13+0.02
0.09+0.01

3.5+0.7
0.045

c {2X2)-Na

—10'
2.38+0.04
1.75+0.01
1.75+0.01
1.75+0.02
0.26+0.02
0.12+0.02
0.10+0.01
3.7+0.7

0.026

+ 10'
2.38+0.04
1.76+0.01
1.76+0.01
1.75+0.01
0.26+0.02
0.14+0.02
0.09+0.01
3.6+0.5

0.042
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TABLE III. Sensitivity of the R factor to the structural and nonstructural parameters for the
analysis of data taken at 0=0'. [The values are normalized to give s (d2 }= 100.]

Parameter

Sensitivity

cfp d3

71

V;

3.6

V()

8.1

uNa

8.4 5.5

u Ni, bulk

6.3

0.055
I

(I
d

Na

seen in Fig. 4, which contains plots of the R factor as a
function of these variables, expressed as percentage
changes from their optimum values. The horizontal line
in the figure marks a 10%%uo increase in R from its
minimum value. As described in Sec. IV, the tabulated
errors in the optimum values can be regarded as obtained
from the intersection of the curves with this line. (In fact
the errors are obtained from Eq. (8) after fitting parabolas
to the variation of R with the variables to determine
t) R/t)x )

The test calculations in which the R factor was opti-
mized as a function of the position of the surface barrier
yielded dsp=1. 05+0.7 A and a very low sensitivity of
ssp=1. l. The change in dsp from the value of 0.88 A

0

used in obtaining the results given in Table II to 1.05 A
led to changes of less than 0.001 A in the values of d, .

Comparisons of some of the experimental intensity-
energy spectra for 8=0', +10, and —10' with spectra
calculated for the optimum parameter values are shown

in Figs. 5—7, respectively. The R factors for the compar-
isons are 0.045, 0.026, and 0.042, respectively, as com-
pared to the values of 0.012, 0.009, and 0.012 for the
comparisons of the sets of symmetry-equivalent experi-
mental beams. As can be seen from the figures, a good
level of agreement is achieved between experimental and
calculated spectra. We emphasize that this agreement in-
cludes not only the peak positions and relative peak in-
tensities for the individual beams, but also the relative hk
beam intensities, which span nearly two orders of magni-
tude for the off-normal incidence measurements. The re-
sidual small discrepancies between the experimental and
calculated spectra may be due in part to defects in the
c(2X2) structure associated with domain boundaries
andlor adsorbed impurities.

(-1.oo, o.oo)
0.032

1.0

O.05O
Nl, bul

Ni, 1

I

c) (-2.00,-1.00)
R = 0.027
X 6.8

0.045—

-10

IR

I

0 10 ) (—0.50,-0.50)
0.062

1.8
h,x

(% deviation from optimum value)

FIG. 4. Plots of the R factor for the comparison of experi-
mental and calculated intensity-energy spectra for Ni(100)-
c (2 X2)-Na at 0=0' as a function of the Na-Ni interlayer spac-
ing do, the first Ni-Ni interlayer spacing d&, and the rms vibra-
tional amplitudes u N„uN; I, and uN; b„lk for atoms in the ad-
sorbed Na layer, the first Ni layer, and the Ni substrate. The
variables are shown as percentage changes hx, from their op-
timum values x,' '. The horizontal line in the figure is at
R = 1.1R;„,where R;„ is the minimum value of R. The es-
timated uncertainties in the best-fit parameter values given in
Table II correspond to the values of hx, at the intersection of
the line at R =1.1R;„with the curves in the figure. Note the
much larger sensitivity of the R factor to the structural vari-
ables (see also Table III). Note also the well-behaved, parabolic
variation of R with the variables. (The curves shown are ob-
tained by least-squares fitting of the data points to a second-
order polynomial ~ )

~I
~ ~
~ ~
~ ~
~ ~
~ ~
~ ~

e) (-1.50,-0.50)
R = 0512
X 14.4

100 200 300

Energy (eV)

400

FIG. 5. Comparison of experimental (solid lines) and calcu-
lated (dotted lines) intensity-energy spectra for Ni(100)-
c{2X2)-Na at 0=0 for three integral-order beams (a)—(c) and
two fractional-order beams {d) and (e). The beam hk indices, R
factors, and scale factors are shown in each panel. The calculat-
ed spectra were obtained using the best-fit parameter values
given in Table II.
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VI. SUMMARY AND DISCUSSION

A. The structures of clean Ni(100) and Ni(100)-c (2 X 2)-Na

The structure of clean Ni(100) is found to correspond
to an almost perfect termination of a bulk crystal, with a
first interlayer spacing of 1.77+0.01 A, as compared to
the bulk value of 1.76 A, in agreement with the con-
clusions of a number of previous studies.

Adsorption of one-half monolayer Na at room temper-
ature yields a c(2X2} structure in which Na atoms are
located in fourfold hollow sites on an unreconstructed
and essentially unrelaxed substrate. The Na-Ni inter-

0
layer spacing is 2.38+0.04 A, corresponding to a Na-Ni
bond length of 2.95+0.04 A, and an effective hard-sphere
radius of the Na atoms of 1.72+0.04 A, as compared to
the value for bulk Na of 1.86 A. The first Ni-Ni inter-
layer spacing is 1.75+0.01 A. These conclusions are in
reasonable agreement with the results of an early study
by Demuth, Jepsen, and Marcus, where the Na-Ni inter-

Jayer spacing was reported to be 2.23+0. 1 A.
Although we caution that LEED is much less sensitive

to nonstructural parameters than to structural parame-
ters, as demonstrated by the results given in Table III and
Fig. 3, there is clear evidence from our analysis that the
vibrations of Ni atoms in the first layer of the clean sur-
face are about 60% larger than for Ni atoms in deeper
layers. These enhanced vibrations are reduced by the ad-
sorption of Na (see Table II}. A similar reduction of
enhanced vibrations of first-layer Ni atoms on adsorption
of K in a c (2 X4) structure has been reported recently by
LoRer et al. We believe that the inclusion of relative
beam intensities in the fitting criterion used here im-
proves the reliability of the determination of vibrational
amplitudes.

B. The surface potential

In view of the very approximate description of the sur-
face potential, the question might arise as to how it is
possible to obtain good agreement between calculated
and experimental LEED intensities over a range of beam
intensities of two orders of magnitude. Part of the
answer to this question is, of course, that at the energies
used here (minimum energy 40 eV) the elastic transmis-
sion of the surface potential barrier is very close to unity.
The very small sensitivity of the R factor to the position

dsp of the potential step, at which the inner potential Vo

and the inelastic damping V; are assumed to set in, is a
consequence of the use of a scaling constant [Eq. (2)] be-
tween the experimental and calculated intensities. This
removes the effect of the attenuation of the amplitude of
the incident beam, which occurs on propagation through
d sp and largely removes the effect of the attenuation of
the amplitudes of the outgoing beams, for values of the
electron energy which are large compared to the damping
V; . Sensitivity to the position of the surface barrier and

greater sensitivity to V;m could obviously be achieved by

eliminating the scaling constant. With this in mind, we
are currently modifying our experimental procedures
with a view to measuring absolute refiectivities.

C. LEED analysis for adsorbed alkali metals

Fritzsche et al. ' have postulated recently that there
exists a substantially worse agreement between experi-
mental and calculated LEED intensities for adsorbate
systems as compared to clean surfaces, and that this is
most extreme when the adsorbate is an alkali metal.
They report that for the Ni(100)-c(4X2)-K structure,
the agreement, as measured using Pendry's 8 factor, is
improved by inclusion of scattering from a point dipole,
which is claimed to compensate for the nonspherical po-
tential caused by a dipole moment on the alkali-metal
atom. Since these conclusions have obvious relevance for
the present work and a number of other recent studies of
alkali-metal adsorption by LEED, we feel obliged to
record our doubts regarding their validity.

First, we make the obvious point that measurements
on adsorbate systems are inherently less accurate than
measurements on clean surfaces. Among a number of ex-
tra difhculties, it is evident that a given adsorbate struc-
ture can only be perfectly developed, if at all, at a partic-
ular coverage. Secondly, we do not accept the postulate
that adsorbed alkali metals constitute a worst case as far
as agreement between experimental and calculated LEED
intensities is concerned. We consider that the level of
agreement obtained in the present work and in a number
of recent studies ' ' ' ' is at the state of the art and is
fairly close to the experimental reproducibility. Thirdly,
we do not believe that the necessity to include scattering
from a point dipole is firmly established in the work re-
ferred to above. ' We note that the changes in the calcu-
lated intensity spectra produced by inclusion of dipole
scattering (see Fig. 3 of Ref. 15) are considerably less
than the experimental uncertainties (as judged by the
differences between the experimental spectra sho~n in
Fig. 2 of Ref. 15 and in Fig. 3 of Ref. 32). Finally, in
view of the relative insensitivity of LEED analyses to the
nonstructural parameters, it seems evident to us that reli-
able deductions concerning, for example, atomic scatter-
ing properties or thermal vibrations require the use of the
full information content of the measurements. Thus the
measure of fit should take into account, inter alia, the rel-
ative peak intensities within the spectrum of a given hk
beam, and the relative beam intensities.
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