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Optical measurements of temperature in a quasi-two-dimensional exciton system
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We have used time-resolved photoluminescence spectroscopy to measure the temperature of a gas of
quasi-two-dimensional excitons. The exciton gas consists of both spatially direct and spatially indirect
excitons in a coupled GaAs/Al„Ga, „As double-quantum-well system. We show by experiment and

modeling that the ratio of the intensities of the recombination radiation constitutes a sensitive, calibrated
thermometer for the electron system. The technique is insensitive to inhomogeneous effects such as
well-width fluctuations and is feasible at temperatures as low as several K.

Optical techniques for the determination of electron
temperatures have been an important part of fundamen-
tal and device-oriented semiconductor physics, and are
reviewed thoroughly in Ref. l. In most systems—
especially those related to devices —the emphasis is on
fast dynamics. Many measurements have been made on
the picosecond and subpicosecond time scales, and have
emphasized the interaction of hot carriers with optical
phonons, and with each other. Optical measurements
have made these interactions directly accessible, and have
clarified the limits on device applications.

However, much interesting physics happens closer to
equilibrium. An example may be taken from a recent
series of papers concerning the possibility of a phase tran-
sition in a quasi-two-dimensional (2D) exciton system.
Electron-hole liquid formation in quantum wells and
electron-hole systems in one dimension also suggest in-

teresting equilibrium phases. We are therefore motivated
to develop optical techniques which permit the dynamic
determination of carrier temperature for systems closer
to equilibrium.

Here, we report on an absolute measurement of sample
temperature based on time-resolved photoluminescence
(PL} spectroscopy in a double-quantum-well system. We
demonstrate that the gross features of the PL spectra are
highly sensitive to temperature in a range inaccessible to
traditional techniques. Our method relies only on
analysis of such features of the spectra as integrated line

intensity, rather than detailed line-shape analysis. Thus,
the analysis is not sensitive to delicate features such as
those resulting from inhomogeneous broadening.
Specifically, we show that the ratio of integrated intensi-
ties of two spectral lines can be used to determine the
temperature of the quasi-2D exciton system between the
time it is heated on excitation and the time it comes to

equilibrium with the cooled substrate. The ratio of these
two lines in spectra collected after the system has reached
equilibrium can be used to calibrate a thermometer for
the excitonic system.

The sample consists of coupled GaAs/Al Ga, „As
quantum wells grown by molecular-beam epitaxy, and
has been described in detail elsewhere. ' Briefly, the sam-

ple consists of a single pair of GaAs wells, 10 and 15 nm

in width, separated by a barrier of Alo 3Gao 7As of thick-
ness 3 nm. The coupled wells lie at the center of a 1-pm-
thick layer of intrinsic material in a p-i-n diode. The
sample was held in a helium vapor optical cryostat and
studied at temperatures between 1.4 and 24 K and at
electric fields between 0 and 30 kV/cm. The strength of
the electric field was calculated using a built in potential
of 1.6 V, ' and was controlled by varying the p-i-n diode
bias voltage.

A pair of GaAs quantum wells supports both spatially
direct and spatially indirect excitons. When excited, the
system evolution includes radiative recombination of
each of the exciton species, as well as phonon-assisted
scattering between the two states. In a time-resolved ex-
periment, the ratio of the spectrally integrated intensities
of the two excitonic lines varies after the time of excita-
tion until it reaches a constant value, determined by the
equilibrium temperature of the system. The ratio of inten-
sities reflects the temperature of the exciton gas at any
given time, and can be used to determine the temperature
in the time before the system comes to equilibrium.

The sample was excited by acousto-optically derived
pulses at 1.96 eV. The time resolution of the system was
determined by measuring the correlation function of a
pulse with the gated detector. This function has a full
width at half maximum of 60 nsec with exponential wings
characterized by a decay time of 30 nsec. The repetition
rate of the pulses is low enough at 200 kHz to allow for
complete relaxation of the system between pulses. Each
pulse carries an energy of 80 pJ, focused to 500 p,m (the
size of the sample), creating an exciton density of at most
10' cm . The photoluminescence is dispersed by a 1-m

single-grating spectrometer and analyzed by a multichan-
nel photon-counting system.

Figure 1 shows an example of photoluminescence spec-
tra taken at two different temperatures. The spectra were
integrated over 200 nsec, beginning 100 nsec after
excitation —long enough that the ratio of the integrated
intensities is constant. It is clear that the ratio of the in-

tensity of the higher-energy line (ID, the direct exciton}
to that of the lower-energy line (It, the indirect exciton),
has a sensitive temperature dependence. Spectra of this
kind can be considered a type of thermometer, since the
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FIG. 1. Photoluminescence spectra integrated from 100 to
300 nsec after excitation for 18 and 24 K..

FIG. 3. Time evolution of r=I&/Il for various tempera-
tures. The arrows at the right correspond to values of r derived
from spectra integrated from 100 to 300 nsec.
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ratio of the line intensities changes significantly with even
small variations in temperature. Such a thermometer can
be calibrated by plotting the ratio r =In/II as a function
of the temperature, as we show next.

Figure 2 shows the temperature dependence of the ra-
tio r between 12 and 24 K for three electric fields. These
curves calibrate the thermometer mentioned above. The
data are well described by a dependence of the form

r =roexp[ —5/kT],

where the parameter 5 is calculated from the data to be
7.8, 10.5, and 12.3 meV, and ro is found to be 52, 160,
and 530 at fields of 19, 24, and 29 kV/cm, respectively.
The ratios ro derived from Fig. 2 agree well with previous
measurements. '

Figure 3 shows the time evolution of the ratio r At.
the lower temperatures (1.4 and 6 K) the decay is simply
exponential, while at higher temperatures the ratio ap-
proaches a constant value. We interpret this result by
saying that for the lower temperatures, the sample does
not cool completely over the 200-nsec measurement time.
For this reason, the data at lower temperatures were not
included in Fig. 2. After such a calibration is made, the
temperature can be determined in the system at any time,
including in the transient regime, by analyzing the exci-
tonic lines in the spectrum. Thus, if time-resolved data
are taken, the temperature of the system at the time each
spectrum was collected can be measured absolutely by

comparing it to a spectrum of the type in Fig. 1.
We next discuss these results in terms of the three-level

model shown in Fig. 4. The ratio r =I& /It =I n n /I I I,
(I is the intensity, I' is the recombination rate, p is the
population density, subscript D represents direct, and
subscript I represents indirect), obeys the equation

r'=ar +br+c
where the constants are defined as

(2)

yD II I/~D

~I ~D+3 I D yD

c=y,„,r, /I, .

(4)

Here, d is the energy splitting between the two exciton
states. Equation (7) is just the functional form shown in
Fig. 2. We further simplify the equation by assuming that
yD I » I n."' Equation (7) then reduces to

r(t~~)=(I nI/' )1exp[ dlkT) . — (8)

Here, yn I (yI n) is the rate for direct to indirect (in-
direct to direct) conversion via phonon-assisted tunnel-
ing. With the assumption of detailed balance

yt n =yn Iexp[ d lkT]—
and the restriction I'n » I'I, the behavior of the ratio at
times long after the excitation pulse varies as

r(t ~ oo )=(I'D/I'I )[yn II(I &+yz I )]exp[ d lkT). —
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FIG. 2. Temperature dependence of r=ID/I& between 12
and 24 K. The lines are best Sts according to the parameters
given in the text and in Table I.

FIG. 4. Three-level model. The rates for spontaneous decay
(I & and I z) and for intersystem crossing (yz z and y& I ) are
indicated.
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Comparing with the empirical relation Eq. (1), we make
the identifications re=I t, /I I and 5=6,.

We now quantify the claim that these spectra are high-
ly sensitive to temperature. The maximum observable
value of the ratio r is determined by the maximum
luminescence rate of the strong line on the one hand, and
by the minimum detectable signal on the other. For a
slightly modified experimental system and the present
sample, this extreme ratio approaches 10 . This value
sets the minimum observable temperature through Eq.
(8}. For ro=100 as in the present experiments, the
minimum observable temperature is approximately 4 K.
Since ro varies exponentially with the splitting 6 over a
wide range, ' this ultimate temperature is largely in-
dependent of electric field, and can be improved only by
recording smaller ratios r. The precision is determined
by Eq. (8) to be dT/T= (kT/—b )dr/r. In the extreme
case of dr/r= 1, and for kT/5=k(5 K)/10 meV, the
temperature is determined to 5% precision. In the exper-
iments reported here, the ratio was limited to 10,a fact
which prevented calibration below T= 12 K.

We next discuss the three-level model used here.
Equation (8) predicts the behavior of Fig. 2 with b, =5
and ro=l 8/I t. However, comparison of the measured
activation energies (5) with the spectroscopically mea-
sured splittings (b } shows that 5 is consistently smaller
by 1-2 meV. To understand this discrepancy, we must
consider a more detailed microscopic model, where the
energy of each electron is determined not only by quan-
tum confinement, but also by its in-plane motion and by
the efFects of homogeneous and inhomogeneous broaden-
ing. This broadening may be estimated as kT, which in
the temperature range in Fig. 2 varies between 1 meV (12
K) and 2 meV (24 K). Thus, the activation energy in Eq.
(8) is more accurately estimated as 5=6, kT. These—
values are summarized in Table I, where it is apparent
that the correction brings the model into quantitative
agreement with the data. In a detailed, microscopic mod-
el, we may expect the rate constants to acquire an
electric-field dependence. An extreme example would
occur when the splitting 6 is made as large as the optic
phonon energy. Still, within these limits, the model ofFers

a framework for quantitative analysis of the data present-
ed here.

Finally, we offer a physical explanation for the
behavior of Fig. 3. The light pulse which excites the car-
riers in the structure also heats the sample significantly,
in part because of the large excess energy (nearly 0.5 eV).
The temperature relaxation we observe is simply that of
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the heated sample cooling to the temperature of the sub-
strate and surrounding helium vapor. To strengthen this
hypothesis, we estimated the temperature rise hT expect-
ed in the sample due to our excitation. The estimation is
based on the temperature-dependent (Debye law) heat
capacity of GaAs at low temperatures. ' This estimated
rise was then compared to the temperature rise extracted
from the data by analyzing the ratio at t =0 nsec in Fig.
3. The results agree semiquantitatively for the lower tem-
peratures, but do not reflect the observed trend at higher
temperatures. This may be due to inadequate time reso-
lution in the present experiment. We further estimated
the time for sample cooling by heat difFusion into the sub-
strate. The cooling time was estimated to be much faster
than the present time resolution. The apparent decay
time of 30 nsec in Fig. 3 is instrumentally limited. Exper-
iments with sources of a different excitation energies and
with improved time resolution are necessary to complete
picture.

In conclusion, we have demonstrated an optical tech-
nique for measuring carrier temperature in a quasi-20
system. Importantly, the technique is calibrated, and
does not rely on a detailed line-shape analysis or on a de-
tailed theoretical model. We have discussed the system
in terms of a simple three-level model and shown the va-
lidity of the model in describing our data in the steady-
state limit. We have ascribed the observed dynamic
behavior to heat diffusion through the quantum layer,
and into the surrounding environment. It is of interest to
extend this technique to the regime of nonequilibrium be-
tween electrons and phonons. Future work will address
this possibility.
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TABLE I. Comparison of measured activation energy (5)
with the spectral energy splitting (6). A correction of kT=1.5
meV brings the two energies into good agreement, as described
in the text.
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