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The in-plane thermal conductivity xi' has been measured over the temperature range 5-400 K for sam-

ples of chemical-vapor-deposited (CVD) diamond made by both the microwave and hot-filament process-
es. The samples span a range of defect level, grain size, and degree of thinning. Comparison with a
model of heat transport suggests that ~ii is 1imited by scattering of phonons from point defects, extended

defects of -1.5 nm diameter, dis1ocations, grain boundaries, and microcracks, as well as by phonon-

phonon scattering at high temperatures. The Callaway model of thermal conductivity is used to include

the elects of normal three-phonon scattering processes. In the higher-conductivity samples, scattering
of long-wavelength phonons is very weak even at grain boundaries, indicating relatively smooth boun-

daries. The value of ai~ =20 W cm ' K ' at room temperature for some of the microwave CVD samples

is the highest reported to date for CVD diamond. Measurements of the anisotropy in conductivity ob-

tained from the measured perpendicular conductivity ~, consistently show a higher conductivity along
the (columnar) grains. The hot-filament-CVD sample measured exhibits a room-temperature conductivi-

ty approaching that of the best microwave-plasma samples, indicating that the thermal conductivity is

determined more by the specific conditions of growth than by the type of CVD growth {microwave or
hot fi1ament).

INTRODUCTION

At temperatures above —100 K, diamond has the
highest thermal conductivity of any known substance. '
This remarkable property arises from the strength of the
carbon-carbon bond and the stiffness of the diamond lat-
tice. Synthetic diamond made by the chemical-vapor-
deposition (CVD) process' now provides polycrystalline
diamond economically in the form of a plate, which is a
convenient form for many applications. The quality of
CVD diamond has increased rapidly in recent years and
the thermal conductivity of the highest-quality plates
now approaches that of the highest-quality single crys-
tals. Our understanding of the defects limiting the
thermal conductivity, however, is far from complete.
The related question of the dependence of quality on
preparation conditions also has no simple answer.

Early measurements of thermal conductivity in thin
CVD diamond films revealed values of v= 3—10 W/cm K
at room temperature with a positive temperature
coef6cient. %hile remarkably high compared to that
for other insulators, these values were considerably below
the promise of 20—25 W/cm K characteristic of high-
quality (type IIa) natural diamond. ' More recent mea-
surements ' on thicker films of higher optical clarity
yielded values around 17 %/cm K at room temperature
with a negative temperature cocScicnt, much more simi-
lar to high-quality single crystals. The microstructurc
was soon shown to play a prominent role in determining
the conductivity. " CVD diamond typically grows
with long grains oriented perpendicular to the plane of
the substrate, with the average grain diameter increasing

with height above the substrate. Anisotropy in ~ was ob-
served, ' '" with the conductivity ~~ for heat Qowing per-
pendicular to the plane of the substrate being typically
30% greater than for al with heat flowing parallel to the
plane of the substrate. With such a strong dependence on
the grain orientation, it was further realized that a suit-
ably defined local conductivity 2""might be expected to
be a function of the distance z from the substrate side of a
thick film. Measurements" on a series of microwave-
plasma (MP) CVD diamond films, all made under identi-
cal growth conditions and differing only in thickness
(time of growth), showed indeed an overall a. which in-
creased with film thickness, rather than remaining con-
stant as would be expected for a homogeneous material.
By subtracting the conductance of any sample from that
of the next thicker sample, a local conductivity was de-
duced as a function of z. A large gradient was found for
both ~ii"" and s'i ", increasing from 5 W/cm K near the
substrate face to over 23 W/cm K near the top (growth)
face of a sample that is at least 200 pm thick. Kj

' in-

creased more rapidly with z than did
xi~

",accounting for
the observed anisotropy in the overall conductivity.
Measurements of ~ over a large temperature range have
been used * to determine the phonon scattering rate as a
function of phonon wavelength in order to deduce the na-
ture of the scattering entities. Vide-temperature-range
measurements of the local conductivity have been
used ' to study the distribution of these entitics within
the material. Most of the above measurements were per-
formed on some of the highest-quality samples available.
CVD diamond generally occurs in a wide range of quali-
ty, as judged by optical clarity, thermal conductivity, in-
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frared (ir) absorption, etc., but there is no clear associa-
tion of high conductivity with any growth method or par-
ticular growth conditions. One study7 has compared MP
and hot-filament (HF) samples made in the same labora-
tory. The MP material was generally of higher conduc-
tivity than the HF, particularly in the 10-100K temper-
ature range. This was attributed to a greater abundance
of unidentified extended defects in the HF material. We
present here a study of a variety of MP samples of
different grades and different degrees of thinning, as well
as one unpolished HF sample. We find record high
values for Kii at room temperature for several of the MP
samples and a conductivity for the HF sample that is
nearly as high. Analysis of the temperature dependence
of the conductivity suggests the presence of a number of
defects, including microcracks.

EXPERIMENTAL DETAILS

The samples were prepared at Raytheon Company by
MP and HF techniques under conditions somewhat simi-
lar to those described previously. The samples were

grown at substrate temperatures of 900-1000'C with hy-
drogen and methane feed gases. The methane concentra-
tion was in the range I —4%%uo by volume for the MP sam-
ples and 2%%uo for the HF. For the latter sample (El),
0.5% oxygen was added to the mixture. The growth
rates are listed in Table I. The An, Bn, Cn, and Dn sam-
ples (n = I or 2) are from four different runs in a mi-
crowave CVD system distributed over a period of ap-
proximately two years, during which time the growth pa-
rameters were fine tuned to produce higher-quality ma-
terial as judged, for example, by the ir absorption. All
microwave plasma samples were grown using high power
densities (input power per substrate area & 150 W/cm2)
and high chamber pressures ( & 100 Torr). Such plasma
conditions generate high atomic hydrogen concentrations
and allow high-quality diamond to be grown at relatively
high rates from methane and hydrogen. The need for
high atomic hydrogen concentration to grow high-quality
diamond has been discussed previously. ' ' In the case
of hot-filament deposition, the quantity of atomic hydro-
gen available to the growing diamond surface is fixed by

TABLE I. Characteristics and fitted parameters for the eight samples labeled A1 through E1 grown in five runs by microwave-

plasma (MP) or hot-filament (HF) chemical-vapor deposition. Five samples were thinned by mechanically polishing the top (growth)
and bottom {substrate) surfaces. The average grain size is a simple average of the grain size measured on the top and bottom surfaces

by the linear-intercept technique. The absorption a is obtained from the infrared spectra in Fig. 2; ha is the approximate excess over
the intrinsic absorption. The parameters d(fit), P, E, F, S, and M describe the fits of Eqs. (2) and (3) to the vii data in Figs. 6—8. d(fit)
is the efective grain size or sample size, as detected by long-wavelength (low-temperature) phonons, while P and E are related to the
concentration of point defects and extended defects (of diameter B, respectively. The concentration cE of extended defects is ob-
tained from E using Eq. (10). S is related to the concentration of dislocations, and M (1.0 allows for the presence of microcracks.

Quantity

Run number

Type
Growth rate (pm/h)
Removed, top (pm)
Removed, bottom (pm)
Final thickness (pm)
Width (cm)
Length (cm)
Raman FWHM top (cm ')
Raman FWHM bot. {cm ')
a(-1300 cm ') (cm ')
ba(-2850 cm ') (cm ')
Grain size, top (pm)
Grain size, bottom (pm)
Av. grain size d(obs) (pm)
Kii(298 K) (W/cm K)
Kj (298 K) (W/cm K)
Kii /Ki( 298 K)
a',y(298 K)

RDH54
MP
5.9
0
0

722
0.298
1.01
3.4
3.5

62
15
38

13.3
15.9
0.84
14.6

RDH54
MP
5.9

-130
~5p
495

0.289
0.995
2.9
2.9
0.2
0.5
44
11
28

17.2
18.6
0.92
17.9

B1

RDH31
MP
6.3
0
0

707
0.293
2.527
4.0
3.5

49
~p
25
8.7
12.8
0.68
10.8

RDH31
MP
6.3

-160
~5p
903

0.300
2.528
2.1

3.1
1.7
4
88
6

47
10.2
12.6
0.81
11.4

C1

RDD362
MP

3
-130
-90
357

0.602
0.80
1.6
1.9

0.25
0.3
27
32
30

20.0
21.4
0.93
20.7

Dl

RDD383
MP

3
-120
~]7
761

0.353
1.00
1.7
1.6

0.05
0.1

73
10
42

20.2
22.2
0.91
21.2

D2

RDD 383
MP

3
-120
-120
643

0.350
1.00
1.5
1.5

79
30
55

20.0
21.6
0.93
20.8

E1

HFB69
HF
0.8
0
0

230
0.295
1.00
2.4
2.7
0.7

1

20
~p
10

15.7
19.8
0.79
17.8

d(fit) (pm)
d(fit)/d(obs)
P (10 cm)
E (10 cm)
I' (10 cm)
cE (10' cm 3)

10S
M

42
1.1
19
8.8
16
4.2
16.8
0.96

120
4.3
9.5
4.7
15
3.4
6.7
0.93

15.5
0.6
35
27
15
19
43

0.95

63
1.3
55
6.7
17
2.3
5.8
1.0

360
12
6.1

2.0
15
1.4
3.8

0.95

610
15
5.0
1.8
17
0.6
4.1

0.90

550
10
4.6
1.9
17
0.6
4.7
0.88

190
19

12.5
5.1

12
14
3.4

0.95
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the filament temperature (-2100 C for sample El ) and
area. Because of the lower concentrations of atomic hy-
drogen available, lower methane concentrations and
short distances of the filament to the substrate are neces-
sary to grow high-quality films. A high-quality diamond
sample like El that was grown with 2% methane and
0.5% oxygen could also have been made without oxygen
by using a 1ower methane concentration. The addition of
oxygen has the same eSect as lowering the methane con-
centration. ' After the wafers were removed from the
substrate and cut into samples, the samples (except for
A 1, B1, and El ) were polished to remove lower-quality
material from the bottom (substrate) surface and the
roughness of the top (growth) surface. More material
was generally removed from the top surface (Table I) in
order to produce a smooth surface over a relatively large
area. Sample D2 is very similar in preparation to sample
Dl except that —100 p.m more material was removed
from the substrate side of D2.

Scanning electron microscopy was used to examine the
morphology of the growth surface of three of the samples
(Fig. 1) and to determine the average grain size (Table I).
Sample Bl is of clearly inferior quality with poorly
shaped growth facets and abundant secondary nu-
cleation. To reveal grain boundaries on polished sur-
faces, the polished samples were etched brieffy in a hot

KNO3 bath, which removes amorphous or graphitic car-
bon. It was noted that the grain boundaries of samples
A2, Cl, D 1, and D2 were etched by the hot bath much
more slowly than those of samples 82.

Fourier-transform infrared transmission measurements
are shown in Fig. 2 for the polished samples (and for the
unpolished sample E 1 ). The spectra for all five samples
are nearly identical in the 1700—2700 cm region and
show the shape characteristic of the intrinsic two-phonon
absorption in diamond. The spectra were therefore nor-
malized to the known' absorption coefficient of 12.31
cm ' at a wave number of 2000 cm '. Absorption in the
900-1400 cm ' region is defect-induced one-phonon ab-
sorption in diamond as discussed previously. ' ' The
interpretation of the defect-related absorption peaks for
CVD diamond is very uncertain. However, if the feature
at 1130 cm ' in the spectrum of sample 82 is attributed
to single substitutional nitrogen, a concentration of -20
ppm is obtained. There is no evidence of nitrogen in the
"A" or "B"forms often seen in the one-phonon region in
natural diamond. Absorption due to C-H stretching vi-
brations of hydrogen impurities in these samples is
present in the 2800-3000 cm region. The higher quali-
ty of samples C and D is clearly seen by the low levels of
these absorption features.

Raman scattering was performed with an illumination
spot of -1 mm diameter on the sample surface. Very lit-
tle or no sign of a peak was observed near 1550 cm
usually associated with amorphous-graphitic carbon (sp
bonding), while a very intense and narrow line was ob-
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FIG. 1. Scanning-electron-microscope views of the top
(growth) surfaces of microwave-plasma (MP) samples A1 and

81 and hot-filament (HF) sample E1. Note the relatively large
and clean faces of samples A1 and E1, in contrast to the rough
surfaces and secondary growth of sample Bl. The smaller grain
size of E1 is related to its thickness being ——' that of A1 or 81.
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FIG. 2. Infrared spectra for five of the present samples. The
absorption coe%cient has been sealed to make a11 curves equal
in the intrinsic absorption region at 2000 cm
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served at 1332 cm ', characteristic of sp -bonded dia-
mond. The fuH-width-at-half-maximum (FWHM)
linewidths (Table I) indicate generally lower quality in
samples 81 and 82, consistent with the infrared mea-
surements. The extremely narrow lines in the C and D
material were checked by extrapolating carefully to zero
slit width. The average linewidth (1.6+0. 1 cm ) is the
same as that for the best single-crystal diamond report-
ed and indicates the very high quality of these samples.

The parallel conductivity K~[ was measured with a tech-
nique which is designed to avoid the considerable errors
that can arise because of the exchange of thermal radia-
tion between the sample and its surroundings or because
of thermal transport along the electrical leads between
sample and thermal ground. The technique is a variation
of the standard heated-bar method. It consists of adding
a second heater H2 near thermal ground, Fig. 3. The
usual measurement of hT/M is taken with Hl ener-
gized. Then H2 is energized instead, and the tempera-
ture profile is examined for any gradient. If no heat is be-

ing lost from the sample by radiation or by conduction
along the leads, zero gradient will be observed. If heat is
being lost from the sample surfaces by radiation, a
catenary temperature profile is expected, Fig. 3(b). If
heat is being lost through the H 1 electrical leads, a linear
profile is expected. In either case the loss can be modeled
quantitatively and used to correct the gradient measured
with only H1 energized. We have found that, for the dia-
mond films we have measured, the small loss can be

corrected for by simply subtracting the gradient mea-
sured with H2 powered from that with H 1 powered. The
samples are quite uniform in thickness and width, so that
the estimated uncertainty in x~I, after the above correc-
tions are made, is -3%. We emphasize that without the
use of H2 it is easy to be in error by 10—50% or more,
especially at room temperature and above and with
thinner samples or samples of lower conductivity.

A laser flash method' ' was used to measure the
diffusitivity Dt in the direction perpendicular to the
plane of the film. The heat capacity per unit volume C
is then used to convert to thermal conductivity:
Irk=CD~. An 8-ns pulse from a Nd: YAG laser is used'
to deliver energy to one side of the sample which is coat-
ed on both sides with a 300-nm-thick layer of sputtered
Ti. The arrival of the diffusive pulse at the far face is
monitored by fast (100 MHz bandwidth) infrared detec-
tion of black-body radiation from the second Ti layer.
Typical results and a 6t to the one-dimensional diffusion
equation are shown in Fig. 4. Several precautions must
be taken with this technique. The simple solution to the
one-dimensional diffusion equation assumes an impulse
of energy at the front face. In practice, this requires that
the pulse length be no longer than —1-2% of t»2, the
time taken for the pulse to diffuse far enough through the
sample that the temperature of the rear face rises to one-
half its final value. Specifically, t, &2=1.38Z ln. Dt,
where Z is the sample thickness. With the present pulse
width, this exerts a lower limit on Z of -25 pm, for dia-
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FIG. 3. (a) Schematic drawing of a sample mounted for
measuring ~t~. Hl and H2 are thin-film heaters deposited
directly on the diamond saxnple, with four thermocouples
(0.0025 cm diameter, Chromel-Constantan) attached with
silver-filled epoxy. The sample is connected to a temperature-
controlled (To) copper block with silver-filled epoxy. (b) Tem-
perature distribution expected for electrical power applied to ei-
ther H1 or H2, for two cases: zero radiation loss from the sur-
face of the sample (solid straight lines) and severe radiation loss
(dashed curves).

FIG. 4. Typical raw data for measuring Ky. The output of the
infrared detector is plotted vs time. The laser pulse occurs at
the zero of time, and the data are averaged from 2000 laser
pulses, occurring at a rate of 10 Hz. The total rise in tempera-
ture is approximately 0.3 C. The sample thickness is 300 p,m
and the average temperature is 112'C. The solid curve through
the data is a least-squares fit of the solution of the one-
dimensional diffusion equation, with a value of D~ =3cm /sec.
The inset shows the sample S coated on both sides with a thin
film of titanium. The laser pulse is incident from the left and a
germanium (f/1) lens system focuses thermal radiation from
the right side of the sample onto an infrared detector D.
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mond 6lms which for this thickness have typically D~ =3
cm /sec. For thinner samples, the finite pulse width must
be taken into account.

Another precaution must be observed when using the
Bash technique on a thick sample of material such as
high-quality diamond in which the difFusivity is a strong
function of the temperature. During the time of absorp-
tion of the optical pulse ru, the thermal energy diffuses
into the sample to a depth zo=(7D~ro)'~ . For an ab-
sorbed energy density of E (J/cm ), the temperature in
this surface layer will rise by an amount (b T)O=E/zoC.
As the pulse difFuses to a depth of -2zo, by conservation
of energy the average temperature rise to a depth 2zo will
be reduced to (ET)0/2. In general, after the pulse
di8uses to a depth nzo, the average temperature rise there
is (ET)0/n Aro. ugh estimate of the average temperature
of the material in which the heat is diffusing is then ob-
tained by taking the spatial average, resulting in

(ET),„=(ET}s„,jln(Z/z )u,

where (AT)s
&

is the temperature rise in the long time
limit, i.e., at least -5Xt&&z after the time of the pulse.
That is, the measured diffusivity is characteristic of the
material at a temperature To+(b, T),„,where To is the
temperature of the sample just before the arrival of the
laser pulse. Even for the relatively thick samples in the
present study, if the final observed temperature rise is
kept small (-0.3 K), the correction (ET),„canbe kept
reasonably small ( —3-4 K), thus justifying the simple es-
timate presented here. Additionally, we have looked for
but not found any difference in the measured difFusivity
for heat traveling in either direction, i.e., from growth
surface to substrate surface or the reverse.

The unpolished samples (A 1, Bl, and El) with the
as-grown rough top surface have an average valley-to-
peak difference which is as much as 10% of the total
thickness Z. We use half of this variation as efFectively
solid sample, i.e., we assume that the effective sample
thickness is 5% less than measured to the top of the
peaks. This is usually within —1% of the average thick-
ness deduced from measurements of the mass, length, and
width of a sample, assuming a uniform sample thickness
and a density equal to the density of bulk diamond. We
have checked the latter assumption using Archimedes'
principle at room temperature and found it to be accurate
to the limit of the density measurement, -0.5%.

Signal averaging is used to improve the signal-to-noise
ratio. Typical temperature resolution obtained is
0.005'C. Thin samples (100 jMm or less) require only
several hundred laser pulses, while thick samples ( -0.5
mm} require up to several thousand pulses. The typical
scatter in the values for D~ or ~~ is +5%. The sensitivity
of infrared thermometry varies as the cube of the abso-
lute temperature, so that the scatter is somewhat worse
than 5% at 300 K (especially for thick samples} and
somewhat better at 400 K. The rapid temperature depen-
dence of the sensitivity also restricts the present measure-
ments of K~ to room temperature and above.

The steady-state technique and the laser flash tech-
nique were both applied to a plate of type-IIa natural dia-

mond single crystal (0.109X 5 X 5 mm ), for which no an-
isotropy is expected. To within 1%, the two techniques
gave the same result: 21.0 Wcm ' K ' at room temper-
ature, which is a typical value for type-IIa single crystals.

RESULTS AND ANALYSIS
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FIG. 5. Thermal conductivity measured parallel (~~~, circles)
and perpendicular (~&, squares) to the plane of the sample for
MP samples A 1—D2 and for HF sample E1. Characteristics of
the samples are given in Table I. The curves through the ~~~

data are the same calculated curves as in Figs. 6—8 below.

The parallel and perpendicular conductivities for all
samples in the temperature interval of 20-130'C are
shown in Fig. 5. Kj is consistently higher than K~~, and the
conductivity of an unpolished sample (A 1 or 81) is
markedly lower than that of the polished sample of the
same material ( A 2 or 82). Values of the room-
temperature conductivities ~jj and ~~ are listed in Table I.
The measurements of ~jj were extended to liquid-helium
temperatures, Figs. 6—8, to study the phonon scattering
mechanisms. A peak in the data for ~jj occurs at a tem-
perature which is lower the higher the room temperature
conductivity. The temperature dependence at the lowest
temperature is between T and T for most of the sam-
ples.

In order to understand the phonon scattering mecha-
nisms responsible for thermal resistance in these samples,
the conductivity can be calculated within the Debye pho-
non model with several contributions to the phonon
scattering. The strengths of these scattering mechanisms
can be varied individually to obtain a fit to a particular
set of data. The conductivity of the phonons is usually
expressed as an integral over temperature T and pho-
non frequency m:

3

K
2

ka ka eiT ~(x)x'e "dx
T3

2m u & 0 (e"—1)

where u is an averaged velocity of sound, ks and fi are
Boltzmann's and Planck's constants, 0" is the Debye tem-
perature, x =%co/ks T, and ~ '(x) is the scattering rate
at temperature T for a phonon of frequency co.
(co=2m.u/A, , where A, is the phonon wavelength. ) One
usually assumes that the scattering mechanisms are in-
dependent so that the scattering rates r, ' are additive.

Recent studies of synthetic diamond single crys-
tals isotopically enriched in ' C have shown a remarkably
high sensitivity of thermal conductivity to the presence of
a small amount (a few percent or less} of ' C, particularly
in the temperature region near the peak conductivity. In-
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FIG. 6. Thermal conductivity v~~ vs T for MP samples A1
and A2. The solid curves through the data are fits using the
model of thermal conductivity with parameters listed in Table I.
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troducing 1.1% ' C (the normal isotopic abundance) de-
creases ~(300 K) by -30% from its value in a nearly
pure sample (0.07% ' C). This efFect, which is much
larger than the -1—2% decrease expected froLn simple

Rayleigh scattering from the ' C point defects, has been
attributed to the presence of normal processes.

Phonon-phonon scattering is well known to play a
dominant role in the conductivity of insulating crystals at
high temperatures. For T &8/10, enough large-wave-
vector phonons are excited that the interaction of two
phonons produces a third which has a significant proba-
bility of lying outside the first Brillouin zone, equivalent
to a phonon traveling in the opposite direction after sub-

FIG. 8. Thermal conductivity K~~ vs T for MP sample D2 and
HF sample E1. The data for sample D1 are not plotted but lie
very close to those for sample D2. The curves through the data
are its using the model of thermal conductivity with scattering
parameters listed in Table I. The dashed curve is a separate fit
to the data of sample D2 assuming that no microcracks are
present (M = 1.0).

traction of a reciprocal lattice vector, thus introducing
thermal resistance. Such umklapp scattering ( U process}
is thus distinguished from the scattering of smaller-
wave-vector phonons, which does not involve a recipro-
cal lattice vector [normal (N} process] and which does
not contribute directly to thermal resistance. However,
the N processes do serve to exchange energy between
low- and high-energy modes, which has the efect of in-
creasing the thermal resistance if the dominant scattering
mechanism is strongly frequency dependent (Rayleigh
scattering, for example}. This small extra resistance is
usually negligible unless the total resistance is very small,
i.e., unless one is near the peak conductivity in high-
purity single crystals. Near the peak in diamond, the
conductivity of a sample with 1.1% ' C is remarkably ap-
proximately three times smaller than that of a sample
wML 0.07% C.

Because some of the present samples have a room-
temperature conductivity within 10% of that of the very
best single crystals of normal isotopic abundance, it was
felt that the efFects of N processes ought to be taken into
account. The most widely used model which includes N
processes is that due to Callaway, in which the com-
bined relaxation rate ~& is written as the sum of the nor-
mal (N) and resistive (R} rates: ~c'=~&'+rx ', where
rz =g;r, is summed over all the resistive scattering
mechanisms assumed to be present. The total conductivi-
ty can then be expressed as the sum K—K)+K2 where we
write

FIG. 7. Thermal conductivity a~t for MP samples 81,82, and
C1. The solid curves through the data are fits using the model
of thermal conductivity with parameters listed in Table I. and

(2)
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28./T
u, (r'cia~~)J4(x)dx

0
«, =HT'g (3)

0~ /7
(~c/r~~q )J4(x)dx

with 8 =(6m. /Vo)' A'v /kii as the Debye temperature
associated with mode j. Vo is the atomic volume
(5.68X10 cm ), H=kii/6m fi, 1/~jc=l/~N+1/~~+,
and J4=x e"(e"—1) . This form follows Refs. 29 and
30 in separating the contributions of longitudinal and
transverse modes. We point out that this formulation of
the Callaway model does not account for interactions be-
tween phonons of di8'erent modes.

The scattering mechanisms assumed for the present
analysis have been written in terms of their velocity and
wavelength dependence explicitly to facilitate the separa-
tion by mode. ' (We omit j superscripts for clarity. )

This approach avoids using a velocity which is averaged
over the modes, an average which should in principle be
different for each scattering mechanism.

(1) For umklapp scattering, we use a form which was
found to account well for the temperature dependence of
the conductivity of single-crystal diamond over a wide
temperature range:

Evk, for A, )2mF, .
—1

EvA, , =czvoz for A, &2nF,
(8)

(9)

where the concentration of extended defects is cz and the
second equality in Eq (9) ar. ises by the definition of a
cross section. Thus,

mond, a=0. 15, while for ' C, a=0.0005. For vacan-
cies, the quantity in brackets in Eq. (7) takes on the
value 3. Thus, a ' C impurity scatters 35 times less than
a single N impurity, while a single vacancy scatters 35
times more than a N impurity.

(4) For an extended defect, such as a cluster of foreign
or disordered atoms, one also expects Rayleigh scattering
for wavelengths that are large compared to the size of the
defect. At higher frequencies, interference efFects become
important and eventually the scattering cross section be-
comes independent of frequency, i.e., the geometric limit
is reached, for which the scattering cross section is
uE=nF /4 for a spherical object of diameter F. The
Rayleigh scattering varies as co and the crossover occurs
at X, =2m.F. (For objects with symmetry lower than
spherical, Rayleigh scattering follows a lower power of
co.} A simplified version ' of the theoretical models for
spherical objects can be used for such scattering:

~„'=BvTA, exp( —C/T) . (4) s =4~'cEI' (10)
Equation (4) has also been used recently on isotopically
purified diamond single crystals, with the most re-
cent and perhaps most accurate determination (including
N processes) of the constants being B=1.5X10
cm/K and C =670 K.

(2}The expression for N processes has been taken to be

1r~ = AUT /A, , (5)

a form used on data of LiF with varying concentration
of Li. This is also the form used recently in Ref. 30,
where a value of A =7.2X10 "K was determined for
diamond. Using the values of A, B, and C from Ref. 30,
we have obtained similar agreement with the single-

crystal diamond data included in Ref. 30, and we use
those values without modi6cation in the present analysis.
Thus, we assume that the intrinsic scattering in diamond
is well described by the values of A, B, and C of Ref. 30
and we add the extrinsic scattering mechanisms listed
below to fit our data for CVD diamond.

(3} Point-defect scattering from isolated atoms of
different mass (either different isotopes or different ele-

ments) gives rise to the familiar Rayleigh co dependence

~, '=P ra4. (6)

where m is the mass of the host atom, y is the Griineisen
constant for diamond, taken to be 1.1, and a is the frac-
tional volume difference between impurity and host
atoms. For a single substitutional nitrogen atom in dia-

P is related ' to the concentration cp of point defects
with mass defect hm by

2

P =4~ c Vo +2yahm
m

7 g =SUE

An upper limit on the density of dislocations per unit
area Xs is given approximately by

(cm }-y b S-4X10' S, (12)

where b is the Burgers vector of the dislocation. Vibra-
tion of the dislocation can increase its scattering
strength, effectively decreasing the proportionality con-
stant in Eq. (12) by as much as 2—3 orders of magnitude.
Thermal conductivity therefore does not yield a reliable
value of the dislocation density.

(6) Boundary scattering is usually important at the

More complicated expressions for rz ' can be used for a
more accurate representation of the theoretical cross sec-
tion.

It has been suggested independently by a number of au-
thors ' ' ' that scattering from extended defects can ac-
count for a relative dip in the measured conductivity of
CVD diamond in the vicinity of 10—100 K. Resonant
scattering ' ' ' from a defect with an appropriate
energy-level splitting could also produce such a broad
dip, but in practice this is indistinguishable from Ray-
leigh scattering by extended defects. We will emphasize
extended-defect scattering in this report, being aware that
an alternative description in terms of resonance scatter-
ing is equally valid until independent microscopic evi-

dence of the defects is available.
(5) Scattering from the strain field surrounding a dislo-

cation has been shown to vary as u/A, , with maximum
scattering strength for the phonon wave vector oriented
perpendicular to the axis of the dislocation. For an array
of dislocations with random orientations, one has
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where d is the sample size in a direction perpendicular to
the direction of heat flow, and a is a constant of order
unity which depends on the geometry of the sample.
For a circular cylinder of diameter d, a = 1.0, while for a
cylinder of square cross section with side d, a=1.12.
For a plate, a varies slowly with the geometric mean of
thickness Z and width 8'. For a typical CVD diamond
plate with d=Z=0. 3 mm and W=5 mm, a=3. This ex-
pression for rs ' successfully describes heat flow along the
axis of long, thin, single-crystal samples with surfaces
that are rough on the scale of the phonon wavelength.
For such surfaces, the direction of travel of a phonon
after collision with the surface is unrelated to its direc-
tion before collision (diffuse scattering). For surfaces
that are smooth on such a scale, specular (mirrorlike}
reflection at the surface can decrease the effect of bound-
ary scattering by making the sample appear larger than it
actually is. ' ' In that case, Eq. (13) should be rewrit-
ten as

v /ad,
1+@

(14}

where p is the probability of specular reflection
(0 &p & 1). For measurements spanning a wide tempera-
ture range and therefore a wide range of wavelengths,
reflections of the dominant phonons can be specular at
low temperatures but difFuse at high temperatures. A
wavelength-dependent probability p[c0] can be defined
as48, 50

p[co]=exp[ —(2',sco/v) ], (15)

where g,ir is the rms surface roughness. In this picture,
scattering is diff'use for A, «4n.g,s and specular for
A, »4nries. '

The effect of a short sample can be approximated
by adding a term v/L to ~s ' in Eq. (14), where L is the
sample length (in the direction of heat flow).

In most analyses of CVD diamond thermal conductivi-
ty reported to date, the simple expression in Eq. (13) has
been used, with d being an average grain size. A value of
a=1.12 has usually been adopted, completely without
justification. [Using this approach, it was suggested quite
early that the very small grain size ( &10pm) of thin
polycrystalline diamond films can have an adverse efFect
on a. even at room temperature. ] For ~i in polycrystalline
diamond with heat flowing perpendicularly to columnar
grains, however, Eq. (13) must be modified. While we
know of no rigorous treatment of the efFective mean free
path due to boundary scattering in a polycrystalline ma-
terial with columnar grains, perhaps the most appropri-
ate value of the efFective grain size d is obtained by draw-
ing a straight line across a photomicrograph of the grain
structure and measuring the average distance between
successive boundary crossings (the linear intercept

lowest temperatures where other scattering mechanisms
are generally weak. If the scattering at the surface of the
sample is diffuse,

(13)

method) and setting a = 1.0. To model boundary scatter-
ing accurately across columnar grains would require the
analogs of Eqs. (14}and (15) for a polycrystalline materi-
al. In fact, a reasonably good fit ' to early data was
obtained by simply using Eqs. (14) and (15) directly.
[Equations (14) and (15) can produce an upwardly con-
cave temperature dependence but by themselves cannot
account for the —T dependence at the lowest tempera-
tures, as is apparent from the fit in Ref. 44.) We expect
that a proper treatment of grain-boundary scattering will
yield expressions very similar to Eqs. (14) and (15) but
with p [co] interpreted as the probability of transmission
of a phonon through a grain boundary.

(7} At the highest frequencies and temperatures, some
of the above scattering mechanisms lead to unphysically
small mean free paths. To avoid this, one can require
that

r„[;:)=1;„/v+ g(r„' ) (16)

where I;,is a minimum mean free path and the second
term on the right includes all of the above resistive
scattering mechanisms. i;„hasbeen modeled as either
an interatomic dimension or a half wavelength, and
typically becomes significant only at temperatures well
above the present temperature range. For the fits to the
present data, the half-wavelength approach has been
used.

(8) The role of microcracks between grains has not
been explored previously. If present, they would have a
very deleterious effect on ~~~, as the probability of
transmission across the boundary would drop to zero
even if the thickness of the crack were only of interatom-
ic dimensions ( —1 nm). One might expect the lateral ex-
tent of any microcrack between grains to be on the order
of the grain size, i.e., at least a few micrometers. Since
this is much larger than the wavelength of the heat-
carrying phonons even at our lowest temperatures, simple
geometric scattering of phonons by the microcracks
would be expected throughout our temperature range.
That is, the efFect of microcracks would be to make the
heat path somewhat more tortuous and longer than indi-
cated by the macroscopic sample geometry. To allow for
the possibility of such scattering, the conductivity calcu-
lated with Eq. (1) or Eqs. (2) and (3) can be multiplied by
a temperature-independent constant M ~ 1.0.

It is seen that, within this model, umklapp scattering is
the only source of a negative temperature coefficient.
This is because the integrand in Eq. (1) is always positive,
so that the only way to have the integral decrease with
increasing T is to have an explicit and positive depen-
dence of v

' on temperature, which is provided by ~„.
Using the above model, we have adjusted the parame-

ters P, E, F, S, d, and M to obtain a best visual fit to the
data. The final adjustments of each parameter were done
at the 3-10% level. The results are shown in Figs.
6—8, with the fitted parameters listed in Table I. Since
the different parameters tend to dominate the conductivi-
ty in different temperature regions, the fits are more
unique than might be expected with this many parame-
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FIG. 9. Thermal conductivity of diamond calculated with
Eqs. (2) and {3). The uppermost curve is obtained using only
boundary scattering (large sample, d=1 mm) and umklapp
scattering. The curve labeled u+b is the same but with
d = 15.5 pm, as found for sample B1. The remaining curves are
calculated with additional scattering by point defects (p), dislo-
cations (s), extended defects (e), and microcracks (m), respec-
tively, with parameters (Table I) adjusted to fit the data of sam-

ple B1 in Fig. 7.

ters. Some insight into the roles of the various scattering
mechanisms can be gained by examining the conductivity
calculated with successively more scattering factors (Fig.
9). With only boundary and umklapp scattering, and a
half-wavelength lower limit on the mean free path, one
finds a T d temperature dependence at temperatures well
below the peak. Umklapp scattering is equal to boundary
scattering at the temperature of the maximum and dom-
inates at higher temperatures. Point-defect scattering at
the level needed to fit the data of sample 81 is increasing-
ly important from -60 K up to the highest tempera-
tures, whereas the scattering from extended defects of 1.6
nm diameter is important only for 7 & T &200 K and is
used to fit the dip in the data centered at T-30 K.
Scattering from dislocations tends toward a T conduc-
tivity. The elect of microcracks is to reduce the entire
Ki( T) curve by a constant amount —10% in the case of
sample 81. Without such an effect, we are not able to ob-
tain a good fit in the temperature range of 150-400 K.
Bringing the model conductivity down to the data in this
temperature region by increasing the amount of point-
defect, extended-defect, or dislocation scattering without
microcracks invariably results in too small a slope and a
poor fit. This is illustrated in Fig. 8 for sample D2, where
the best fit without microcracks is shown by the dashed
line. The effects of microcracks are most noticeable for
high-conductivity samples (C 1, D 1, and D2). The values
of M for the other samples are less well determined. We
find that if the standard model [Eq. (1)] rather than the
Callaway model is used, the microcrack corrections need-
ed to fit the data are more serious than reported here, i.e.,

the deviation of M from 1.0 would be approximately
twice what is indicated in Table I.

We note that the values of M in Table I imply, for sam-
ples C1, D1, and D2, an average conductivity for crack-
free samples of ~i(298 K)/M=21 —23W cm 'K ', i.e.,
typical of type-IIa single crystals and within 10% of the
conductivity of the very best type-IIa single crystals re-
ported so far (24—25 Wcm 'K ').

Figure 9 shows that, within this model, the room-
temperature thermal resistance of sample B 1 is dominat-
ed by point defects, while extended defects, dislocations,
and microcracks play a lesser role; diffuse scattering at
grain boundaries is insignificant at room temperature. A
somewhat more quantitative estimate of the importance
of each scattering mechanism can be obtained by repeat-
ing the calculation of x( T) with only one of the scattering
mechanisms turned off at a time. Such calculations show
that the thermal resistance introduced by each of the
scattering mechanisms at room temperature, as a fraction
of the total resistance, is as follows: boundaries, -0.2%;
point defects, -49%; extended defects, —12%; disloca-
tions, —13%;and microcracks, 5%.

The model provides a reasonably good fit to the data in
Figs. 6-8 despite the fact that one expects the samples,
especially the unpolished ones, to have a considerable
gradient in grain size, defect density, and, therefore, con-
ductivity as a function of height above the substrate, as
found previously for other samples "" of CVD dia-
mond. The fitted parameters must be thought of as aver-
ages over the thickness of each specimen.

Scattering from irregular grain boundaries can dom-
inate the thermal resistance at low temperatures, where
other scattering mechanisms are weak. The use of
scattering from rough grain boundaries (diffuse scatter-
ing) all the way down to helium temperatures produces
an improved fit to the data by providing a slight down-
turn (toward a T variation) at the lowest temperatures
for the relatively poor conductors, samples B1 and B2.
The grain size d(fit) needed for the fit is very close to the
average grain size d(obs} measured from micrographs
(Table I). For samples of overall higher conductivity,
however, the grain size needed to fit the low-temperature
data is considerably larger than the observed grain size:
up to 4Xd(obs) for A2 and 10—20Xd(obs) for samples
C1, D1, D2, and El. For the last four samples, in fact,
the "grain size" needed to fit the low-temperature data is
approximately the sample thickness, indicating that, at
least for the long-wavelength phonons dominant at 5—10
K (A, -200—400 nm}, scattering at grain boundaries in
these samples is insignificant. That is, the boundaries are
smooth on the length scale of these phonons and the
probability p for transmission through the boundary is
close to unity. Recent measurements of ~~~ in CVD dia-
mond down to T=0.15 K also indicate weak scattering
of long-wavelength phonons at grain boundaries.
Presumably at higher temperatures a boundary roughness

[q,s in Eq. (15}]would scatter the shorter wavelengths
dominant at those temperatures, and if there were no oth-
er scattering mechanisms one could apply Eq. (15) to
determine a value for q,s; using ad =d(obs). Because of
generally heavy scattering by defects and dislocations in
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the temperature range where one might expect a cross-
over from full transmission to diffuse scattering to occur
( —10-100 K), it is very difficult to arrive at a unique
value for g,z. Therefore we have chosen to use for
boundary scattering only Eq. (13) [with a=1.0 and
d =d(fit)] at the risk of including a small amount of high-
temperature grain-boundary scattering in P, E, and S for
some of the samples. (Alternatively, the dip could be
fitted by using Eqs. (14) and (15) [with a very small grain
size, d(fit)=d{obs)/10], and the —T dependence at the
lowest temperature could be fitted by simultaneously us-
ing Eq. (13) with a mean free path approximately equal to
the sample thickness. } The approach we have chosen has
the benefit of reducing the number of adjustable parame-
ters.

Because of the remarkably long mean free paths in
some samples at low temperatures [d{fit)/d(obs) =10-20],
it is clear that extending ineasurements of z to liquid-
helium temperatures is not a reliable way to determine
grain size, but combined with independent measurements
of grain size it provides a good indication of the quality
of the grain boundaries.

DISCUSSION

The room-temperature anisotropy (Fig. 5 and Table I)
shows a strong dependence on the removal of material
from the top and bottom surfaces by mechanical polish-
ing. The ratio ~~~/~i is generally closer to unity (less an-

isotropy} for polished samples A2, B2, and D2. This an-
isotropy in K is comparable to previous observations" us-

ing other (MP, thinner) samples, for which the anisotropy
was shown to be due to a steeper gradient with respect to
z for ri than for zl, for the first —100 pm on the sub-
strate side of an unpolished sample. The slightly greater
anisotropy for the (unpolished) HF sample (El) may be
due to its thinness and the resulting greater fraction of its
thickness occupied by the fine-grained low-conductivity
material on the substrate side. The anisotropy is lowest
(Kl/Ki )0.09) for thick, polished, high-conductivity sam-
ples C1, D1, and D2.

Anisotropy of the thermal conductivity in a cubic lat-
tice is prohibited by symmetry arguments. However,
the presence of boundaries lowers the symmetry and can
yield anisotropy in the boundary-limited regime due to
phonon focusing, which arises if the phase velocity and
group velocity are not collinear. This has been ob-
served in single-crystal Si where a{ioo)~pK{iip) with47

p,b, =1.38, close to the (average) calculated value of
p= 1.43. Calculations for diamond predict p= 1.40.
This has also been observed in diamond single crystals at
low temperature. However, this effect cannot explain
the anisotropy in CVD diamond, as the axis of the grains
is predominantly (110}. The observation that ai)Ki
would require p (1.0. In addition, the room-temperature
conductivity is predominantly defect limited, rather than
boundary limited, which would imply a value of p much
closer to 1.0. %e conclude that the anisotropy in CVD
diamond is not due to the intrinsic elastic anisotropy of
the diamond lattice.

Another potential source of anisotropy is a preferred

orientation for nonspherical defects, such as dislocations.
If the defects are aligned, e.g., dislocations aligned along
the grain axis which is often a (110) direction, one
would expect K~[(K~ as observed. The correlation of a
high value of S and a large anisotropy K(~=0 68K~ for
sample B1 would lend support to such a situation. How-
ever, as noted above, dislocation scattering produces only
—13% of the total thermal resistance in sample B1, less
than half the amount required to explain the anisotropy.

Yet another potential source of anisotropy is a pre-
ferred location of defects at or near grain boundaries.
The long, thin grains would provide a smaller average
cross section of defective material when viewed along the
grains (~i) than when viewed across them (~i). That is,
for K~ .he defective regions near grain boundaries would
be less effective in producing thermal resistance because
they are in parallel with the (lower-resistance) grain bo-
dies, whereas for Ki they are in series. Such concentration
of defects near grain boundaries is suggested by transmis-
sion electron microscopy work and also by very re-
cent cathodoluminescence studies ' on similar samples
made at Raytheon. The very low anisotropy of samples
Cl, Dl, and D2 and the observed tendency for these
samples to be chemically etched at grain boundaries less
rapidly than for the lower-conductivity samples is con-
sistent with thermal-resistance defects being located near
grain boundaries.

The absolute value of the strength P of point-defect
scattering demonstrates the high quality of the better
samples, C1, Dl, and D2. For these samples, P is com-
parable with the value of 5.3X10 cm which is ex-
pected on the basis of Eq. (7) for 1.1% 'iC distributed on
random lattice sites. Thus one might expect an increase
in conductivity if these samples had been grown with iso-
topically purified gas. Such an isotope effect has recently
been observed in CVD diamond.

The strength S of scattering from dislocations suggests
a dislocation density X&-10"-10'~cm for fixed dislo-
cations or 10 -10' cm if the dislocations are free to
vibrate. This relatively large uncertainty could be
resolved by an independent correlation of S with a known
Es in diamond. The density of dislocations in the
present samples has not been determined by independent
means.

The strength P of the point-defect scattering, the con-
centration cE of extended defects, and the strength S of
dislocation scattering are all correlated inversely with the
average room-temperature conductivity of the MP sam-
ples (Table I). The high values of P in samples B1 and
B2 are undoubtedly related to the high level of defects
apparent in the ir spectrum for B2 (Fig. 2), particularly
the hydrogen-related defects. (The low level (-20 ppm)
of nitrogen possibly occurring in sample B2 is approxi-
mately two orders of magnitude too low to account for
the observed point-defect scattering. } Compared with the
MP samples, the HF sample is not unusual in either its
point-defect or dislocation scattering but does show an
especially large concentration of extended defects, with
somewhat smaller diameters (1.2 nm} than is typical in
MP samples (1.5 —1.7 nm). This agrees with previous
work in which HF samples exhibited a stronger dip than
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MP samples. It was proposed that metal impurities from
the filament might be associated with the extended de-
fects. The quality of HF material made at Raytheon has
apparently improved over the last two years, as sample
E1 exhibits a concentration of 1.4X10' cm extended
defects of diameter 1.2 nm, which is -35 times lower
than the concentration of 5 X 10' cm of 0.5-nm-
diameter defects reported previously. This may be due
to better control over contamination of the diamond by
the incorporation of filament atoms. We note that the
scattering of phonons by extended defects is much weak-
er at room temperature than at low temperature, allow-
ing the (unpolished) HF sample to have «l(298 K)=15.7
Wcm ' K ', this may be compared with 13.4 W/cm K
for the previous best HF sample reported. We em-
phasize that al/ samples discussed here (MP as well as
HF) display a broad dip centered in the vicinity of 20—30
K. Previously reported conductivity data of MP sam-
ples appeared not to display this feature, perhaps because
the data did not extend low enough in temperature to
resolve the dip which, in MP samples, tends to occur at
somewhat lower temperatures than in HF samples. We
further note that, for most samples, the data could be fit

better if a range of diameters Fwere assumed. While one
might expect to find such a distribution in a real sample,
we have decided to retain a minimum number of parame-
ters by assuming a fixed diameter for the extended de-
fects.

It is interesting to correlate the average room-
temperature conductivity (Table I) with the surface mor-
phology of the unpolished samples (Fig. 1), the Raman
linewidth (Table I), the ir absorption (Fig. 2 and Table I),
and the growth rate (Table I}. The lowest-conductivity
sample (81) is also the one prepared at the highest
growth rate; it shows a higher degree of secondary nu-

cleation, as well as the broadest Raman linewidth and
highest defect-related absorption. The inverse correla-
tion of conductivity with growth rate has been observed
before, but not for such high-quality films or such high
overall growth rates. The unpolished sample with the
highest conductivity is the HF sample (El}, which has
clean facets, significantly less secondary growth, and the
narrowest Raman linewidth of the three unpolished sam-
ples. We note the HF sample (El), with an average grain
size of 10 pm, has a higher conductivity than A 1, A2,
B1,or 82, all of which have grain sizes 2-5 times larger

than that of El. The high ratio of d(fit)/d(obs) =22 sug-
gests that the grain boundaries in sample E1 have
significantly fewer large defects than in the A or B ma-
terial. The record-high values of tr l(298 K)=20
Wcm ' K ' for the most recently grown samples (Cl,
Dl, and D2) and a.l(143K)=42 Wcm 'K ' for sam-
ples D1 and D2 are correlated with the lowest growth
rates (for the MP samples), the lowest defect-related in-
frared absorption, and the remarkably narrow Raman
linewidths, and may also be due to particularly clean
grain boundaries.

CONCLUSION

Measurements of thermal conductivity over a wide
temperature range are reported for a variety of samples
of CVD diamond spanning a range of defect level, grain
size, and degree of thinning. Comparison with a model of
thermal conduction indicates that, below-200 K, Ki ls
dominated by scattering of phonons from point defects,
extended defects, dislocations, and grain boundaries. At
higher temperatures, umklapp scattering becomes dom-
inant. It is shown that the fit to the model is improved
significantly if microcracks are assumed to exist. Mea-
surements of the anisotropy in tc suggest that the defects
are located at or near grain boundaries. These results are
consistent with previous measurements on other samples
of high-quality CVD diamond. The room-temperature
value of ~~t=20 Wcm 'K ' for several polished MP
samples is higher than any previously reported for CVD
diamond to our knowledge. A sample made by hot-
filament CVD was found to exhibit a room-temperature
conductivity nearly as high as the best MP samples, sug-
gesting that the thermal conductivity is determined more
by the specific conditions of growth than by the type of
process used, i.e., hot-filament or microwave CVD. The
average room-temperature conductivity is related in-

versely to the growth rate, the Raman FWHM, and the
defect-related ir absorption.
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