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Stability of vacancy defects in Mgo: The role of charge neutrality
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The energetics and electronic structure of a series of neutral and charged oxygen and magnesium va-

cancy defects (F,F,F'+, V, V, V', and P centers) in MgO have been computed using the stationary
total-energy functional. We find that contrary to the charge-compensation model for anion-cation defect
pairs in ionic materials it is energetically unfavorable for an isolated neutral oxygen vacancy (Fcenter) to
transfer electrons to an isolated neutral magnesium vacancy (V center), and form isolated F'+ and V'
centers. Charge compensation is unfavorable because additional electrons at the V center induce new

occupied states in the gap, which increase the energy of the defect. This result is consistent with the in-

terpretation of spectroscopic experiments on MgO, in which the ground-state defects are either neutral
or singly charged. The computed formation energies of both the F and V centers are larger than the
cohesive energy of MgO per formula unit, but the binding energy of the defects in the P center
configuration is 12.16 eV. This attraction between the F and V centers is enhanced when the defects car-
ry a net charge. The position of the vacancy defect state in the fundamental energy gap of MgO is found
to be in qualitative agreement with a model for optical absorption and emission, and is used as a simple
model for the formation energies of the defects. The contribution of the band-structure energy to the
stationary functional is found to account for more than 90% of the defect energies. This component of
the defect formation energy is computed directly, using the recursion method, rather than as the
difference between the total energies of our 8000-atom cluster with and without the defect.

I. INTRODUCTION

MgO is an important material for understanding the
electronic structure of defects in ionic materials. ' The
material crystallizes in the rocksalt structure, with each
Mg and 0 atom sixfold coordinated. The experimentally
determined band gap of MgO is 7.8 eV. As with most
insulators and semiconductors, the presence of lattice de-
fects in MgO has been shown to give rise to a variety of
optical, catalytic, and electrical conductivity phenomena
which are absent in the crystalline material. ' Interpre-
tations of these and allied phenomena are usually based
upon an ionic model of the solid, in which each oxygen
site has associated with it a charge of —2e, which is com-
pensated by +2e charge on each Mg site. "' This ionic
picture of bonding has also been the basis for several

descriptions of lattice vacancies in these materials, in
which the ground states of the vacancies are doubly posi-
tively charged in the case of the oxygen vacancy, and
doubly negatively charged for the Mg vacancy. ' ' Re-
sults from recent ab initio density-functional computa-
tions for the doubly positively charged oxygen vacancy,
designated an F + center, and the doubly negatively
charged magnesium vacancy, the V center, qualitative-
ly agree with empirical shell models for the energetics
and mobilities of these charged vacancies. ' The pres-
ence of these charged defects is also the basis for the tra-
ditional model of ionic conduction via diffusion of lattice
vacancies in MgO. '

Explanations for the optical and electron-energy-loss

experiments on MgO are based almost exclusively on
models for the defect levels of the neutral, singly charged,
or aggregate oxygen vacancies. ' ' The position and
occupation of the defect level associated with the various
charged states of the oxygen vacancy has been the subject
of experimental and theoretical&4, &s, 20, 2

tions. Optical-absorption and reflectance studies have
found broad emissions at approximately 2.3 and 3.2 eV,
which are attributed to excited states of the F and F+
centers, respectively. A feature at 3.58 eV, observed
with electron-energy-loss spectroscopy, has suggested the
involvement of oxygen vacancy aggregate centers. A
strong absorption band centered at 5 eV has been as-
signed to contributions from F and F+ centers, and has
been observed in the additively colored MgO crystals
even when they are produced in a vapor of metals other
than magnesium. A model which has been used to ex-
plain the optical experiments is based on the assumption
that the observed feature is due to threshold absorption
(from the defect state to the conduction band minimum},
and therefore that the lowest defect level of the F center
is close to the bottom of the fundamental gap. A con-
sideration of the symmetries and energies of the states at
the top of the valence band and bottom of the conduction
band suggest, in agreement with our calculations, that
the defect level of the F center is at a higher energy in the
gap, and close to the conduction-band minimum. A
different model for explaining the optical measurements
has been proposed for the surface oxygen vacancies, 23

and this model for the bulk defects is briefly discussed in
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Sec. IV of this paper.
In this paper we report on calculations of the relative

formation and interaction energetics of different charged
states of lattice vacancy defects in MgO. Approximate
structural energies are obtained by evaluating the station-
ary functional in density-functional theory. The primary
purpose of the current investigation is to explain some of
the defect processes which take place in MgO crystal&
which have been heated to approximately 2000 K, such
as the formation energy of the F center in and additive
coloring experiment. More accurate self-consistent cal-
culations are not required, since the explanation of these
fundamental phenomena in MgO requires estimates of
the defect energies to within several tenths of an eV. In-
stead, the stationary functional, which has established it-
self as a useful method for estimating cohesive and
structural properties of molecules and solids, is used in
this work. The details of this method are presented
in Sec. II of this paper. The functional is introduced in
Sec. II A, and the accuracy to which calculations are per-
formed is described. The solution to the Schrodinger
equation is obtained using the recursion method. This
approach enables the treatment of systems with many
atoms, due to the scaling of the algorithm which is de-
scribed in Sec. II B. Section II C describes the treatment
of long-range electrostatic interactions for charged de-
fects. The estimates for the charge density and potential
used with the stationary functional are based upon atom-
ic rather than ionic magnesium and oxygen. The
justification for this approach is discussed in detail in Sec.
III, where the self-consistent charge density is compared
to a superposition of free-atom charge densities. The re-
sults of the defect calculations for the oxygen, oxygen ag-
gregate, magnesium, and MgO divacancy defects are
presented in Sec. IV. In Sec. V we discuss our results in
relation to the available experimental and other theoreti-
cal works, and consider the implications of our results in
the context of the ionic model. The conclusions of the
work are summarized in Sec. VI.

II. COMPUTATIONAL METHOD

A. The stationary energy functional

The stationary energy functional in density-functional
theory has been used to provide quantitative descriptions
of the energetics of bonding in a variety of molecules and
solids. Evaluation of the functional differs from
tight-binding or extended Huckel total-energy methods
by the inclusion of the three-center contributions to the
Hamiltonian matrix elements. The method is an ap-
proximation of self-consistent density-functional theory,
but unhke the Kohn-Sham energy functional it does not
require a calculation of the output charge density from
the one-electron Schrodinger equation. By choosing the
input electronic charge density and potential in a
mathematically convenient form, direct evaluation of
point defect energies is computationally more tractable
than with self-consistent algorithms. Since the energy
functional is stationary about the self-consistent ground-
state electronic charge density, a reliable estimate for the

ground-state energy, with errors to second order, is ob-
tained by inserting a suitable trial charge density and po-
tential into the functional. By constructing a trial charge
density for homonuclear molecules from a superposition
of free-atomic charge densities, and computing a poten-
tial from that charge density in the local-density approxi-
mation (LDA), Harris derived cohesive energies and
structural parameters for these molecules which were ac-
curate to within a few percent. Polatoglou and Meth-
fessel applied the same method to the sp- and d-bonded
metals Be, Al, V, and Fe, to the covalently bonded semi-
conductor Si, and to the ionic compound NaC1. The
computed cohesive energies and structural quantities
compared closely with those derived from self-consistent
calculations.

Foulkes showed that the stationary functional, intro-
duced independently by other workers, ' is not only
stationary in the input charge density, from which a po-
tential may be calculated, but that it may be written in
the form

E[n;„(r),V;„(r)]=g e; —f V;„(r)n;„(r)d r+F[n;„(r}],

where it is explicitly stationary in both the input charge
density n;„(r) and the input potential V;„(r) The. first
term in Eq. (1) is the sum over the eigenvalues of the N
occupied states of the independent electron Schrodinger
equation (in atomic units)

pl 2

+ V;„(r)

and F[n;„(r)]is the sum of the electrostatic and exchange
correlation energies. The input charge density used in
this work is a superposition of free-atomic charge densi-
ties, which were computed self-consistently using the
LDA approximation for exchange and correlation. The
Wigner-Seitz cellular potential ' is used as the input
electronic potential V;„(r) in Eq. (1). In the limit of weak
coupling between the atoms, and assuming only occupa-
tion of states below the Fermi level, the band-structure
energy with the Schrodinger equation solved with the
Wigner-Seitz potential gives the binding energy of the
solid. This result was used by Wigner and Seitz in their
calculation of the binding energy of alkali metals. The
Wigner-Seitz potential is defined to take the value of the
most dominant atomic potential in a particular region of
space. The physical assumption made by this choice of
the potential is that the extra Hartree energy, due to the
charge of other atoms in the system, is canceled by the
reduced exchange and correlation energy in the intersti-
tial region of the solid. Inglesfield has considered the
Wigner-Seitz potential in the context of the single parti-
cle Schrodinger equation, and has shown that it is an ap-
proximate potential for excitation energies. The solution
to the Schrodinger equation with the Wigner-Seitz cellu-
lar potential is found to give a significantly larger band
gap in MgO compared with computations performed us-
ing the LDA for exchange and correlation. Self-
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consistent LDA calculations for crystalline MgO find a
band gap of between 4 and 5 eV depending upon the par-
ticular choice of parametrization for the exchange-
correlation functional. ' ' By comparison, the band gap
computed in this work, 7.31 eV, is closer to the experi-
mental value of 7.8 eV. The computed band gap was
found to be insensitive to additional basis set elements on
adjacent magnesium and oxygen atoms close to the
center of the cluster. In MgO the atomic orbitals were
found to be a much better basis set in the Wigner-Seitz
approximation than when the potential was constructed
from a superposition of atomic charge densities using the
LDA. The improved band gap with the Wigner-Seitz ap-
proximation facilitates comparison with optical experi-
ments, and enables more accurate estimation of the for-
mation energy of the charged vacancies.

B. The recursion method for computing defect energies

AU= =g E; gE;", — (3)

where E; and E; are the eigenvalues of the defect and
reference systems, respectively, and the sums in Eq. (3)
are performed over eigenvalues up to the Fermi levels of
the appropriate system. The quantity AU is constructed
explicitly in the recursion method from the zeros and
poles of Roo(E}, instead of the difference between the two
individual terms in Eq. (3}. The explicit computation of
this energy difference avoids the problem of noncancella-
tion of random errors which arises when the terms in Eq.
(3) are computed individually.

The calculations presented in Sec. III are performed on
a cubic c1uster of MgO containing 8000 atoms when
there are no lattice vacancies. The advantage of using
such a large cluster is that the electronic levels localized
at the surfaces have a negligible weight close to the center

The recursion method is used in this work to compute
the components of the solution of the Schrodinger equa-
tion necessary for the evaluation of point defect energies.
The formal aspects of this approach have been the subject
of previous publications. Here we describe the applica-
bility of the recursion method for computing point defect
energies.

The recursion method is used to compute diagonal ele-
ments of the resolvent for localized orbitals in the region
of the defect, rather than the eigenfunctions and eigenval-
ues of the system Hamiltonian. [The diagonal resolvent
element Roo(E) of a Hamiltonian H for the state uo(r) is

(uo(r)~[E —H] '~uo(r)). ] The computation of R~(E)
with the recursion method scales linearly with the num-

ber of relevant degrees of freedom. A degree of freedom
is considered relevant if its exclusion from the basis set
would affect ROD(E) at the level of accuracy required in

the calculation. By comparison, matrix diagonalization
and the computation of eigenvalues scale with the cube of
the total number of degrees of freedom in the system.

The set of diagonal elements of the resolvent for the lo-
calized electronic basis functions in the vicinity of the lo-
calized defect are used to compute the quantity

R

of the cluster, and therefore it is not necessary to modify
the Hamiltonian matrix elements for orbitals localized at
the surface. These computations employ a minimal
atomic basis set consisting of Mg 3s, 0 2s, and 0 2p or-
bitals, supplemented by two energy-optimized spherically
symmetric Gaussian orbitals at each vacancy site. The
overlap and Hamiltonian hopping matrix elements were
calculated, in the frozen-core approximation, by perform-
ing nested Gaussian quadrature integrations over a spa-
tial region consisting of up to the seventh nearest neigh-
bors in the rocksalt structure. The computed band gap at
the (001) surface is reduced by 1 eV from the value in the
bulk, and this effect is detectable at the center of a 1000-
atom cluster, but is not detectable in the 8000-atom clus-
ter with double precision arithmetic. The difference in
the defect energies computed with the 8000-atom cluster
instead of the 1000-atom cluster is much less than the
0.01-eV precision to which the results in this paper are
reported.

C. Computation of charged defect energies
with the stationary functional

The calculation of the defect energy for an isolated and
charged point defect is complicated by the presence of a
long-range Coulomb tail in the defect potential. The cen-
tral problem in formulating the defect energy is how to
separate and recombine short- and long-range effects.
Baraff and Schluter have proposed a methodology for
this problem in which they define a sphere of radius R &,

containing region 1 in which strong chemical effects
occur as a result of creation of the defect. Region 1 is
surrounded by a much larger region, region 2, in which
the crystal's response to the defect can be described by
dielectric theory. In region 2 small polarizations persist
over an infinite range. The charge disturbance in region
2 is a polarization charge, varying on a length scale of the
bonds. The electric field of the defect pushes charge
along, or across, bonds, but no macroscopic charge is ac-
crued except at the surface of the solid. Provided region
1 is sufficiently large to fully screen the defect, reducing
its nominal charge from n to n/e„where e, is the elec-
tronic contribution to the dielectric constant of the crys-
tal, then the finite polarization in the outer region makes
no contribution to the energy of the system. The elec-
trons move onto or away from the defect until the energy
cost associated with moving more electrons is balanced
by the electrostatic energy of accruing charge at the sur-
face. The screening of a defect such that the nominal
charge is reduced by the dielectric constant arises from
the boundary condition for the normal component of the
polarization at the outer surface, and its relationship to
the surface charge density. The charge which resides on
the outer surface of the crystal is n (1—1/E, ), and the
fraction n/c, , remains at the defect to interact with any
locally inserted charge. Since charge is moved to the sur-
face of the crystal, the zero wave-vector component of
the charge density and potential behaves discontinuously
when charged defects are present. These results, which
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are physically intuitive from classical electrostatics, have
been derived from the solution to the Schrodinger equa-
tion for the N+1 body problem.

A choice of charge density and corresponding potential
in Eq. (1) to simulate the nominal charge, rather than the
reduced charge, at the defect neglects the screening of the
bound charge in the insulator, and is found to give com-
paratively larger defect formation energies. The station-
ary functional may be exploited with a choice for the po-
tential and charge density which accounts for this screen-
ing, by using the dielectric constant as an empirical pa-
rameter. When the defect carries a nominal charge n, the
input charge density should differ from that of the neu-
tral defect by a total electronic charge of n /E, in region
1. Similarly the change in the potential should re6ect a
change in the electronic charge density of n /s, in the de-
fect region. For the F+ and F + defect centers the de-
fect charge is removed in equal proportions from the six
vacancy neighbor Mg atoms. The Schrodinger equation
is solved for the appropriate fractionally charged Mg ion
to compute this charge density. The Wigner-Seitz poten-
tial is used in these computations, except that the
stronger potential of the Mg ion is used in place of the
neutral Mg atoms adjacent to the defect. Similarly, the
input charge densities and potentials for the charged
states of the V center are obtained by assuming that the
nearest-neighbor oxygen atoms share the excess charge
density and have their potentials modified accordingly.

An estimate of the importance of the long-range lattice
relaxation can be obtained by using the static dielectric
constant instead of the high-frequency electronic dielec-
tric constant to determine the residual charge n /e at the
defect. The electronic dielectric constant in MgO is 3.01,
while the static dielectric constant, which includes the
effects of both lattice polarization and electronic contri-
butions, is 9.64. When the lattice relaxes, dipole mo-
ments are induced which cancel the electric field due to
the nominal charge at the defect. The approximation,
which is presumably crude, is that the energy gained by
the lattice relaxation may be modeled in the same way as
the electronic dielectric response. An important virtue of
this approximation is that the Schrodinger equation is
solved with the appropriate classical potential n/er at a
large distance r from the charged vacancy. The applica-
tion of this method to the charged vacancy centers in
bulk MgO leads to an energy difference of less than 0.1

eV for both the I + and the V centers when the static
dielectric constant is used instead of the electronic dielec-
tric constant. In each case the energy is lowered with the
static dielectric constant. This suggest that lattice relaxa-
tion plays a much less significant role in the formation
energies of cha.rged defects in MgO than do electronic
structure effects. A much larger estimate for lattice re-
laxation energies has been obtained in a LDA supercell
calculation for charged defects. ' These calculations
smear a uniform compensating charge density in each su-
percell to cancel the divergent electrostatic energy which
arises when each cell carries a net charge. An estimate of
the energy due to interaction between the defects in each
supercell is modeled with the static dielectric constant of
MgO.

III. ATOMIC CHARGE DENSITIES
AND IONIC SOLIDS

The energetics and structural parameters of NaC1 were
evaluated in Ref. 29 using a charge density constructed
from a superposition of free-atom charge densities. The
energy and bulk modulus differ from the self-consistent
result by less than 10%, and the lattice constant by less
than l%%uo. In the case of NaC1, Slater pointed out, that
there is very little difference between a superposition of
free atoms, a superposition of free ions, and the self-
consistent charge density. A similar comparison for the
charge density in the (100) plane passing through the
MgO nuclei is shown in Fig. 1. The self-consistent
charge density for MgO (nsc) was computed using the
full-potential linearized augmented plane-wave (FLAPW)
method in the LDA. The convergence of the charge

a.'g
~ Mg

b.'

FIG. 1. (a) Self-consistent charge density n„, computed with
the FLAPW method. (b) A superposition of free-atom charged
densities, n, . (c) Fractional difFerence (n —n, )/n„.
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density is several orders of magnitude beyond that which
can be determined from Fig. 1(a). For comparison, a su-

perposition of atomic charge densities (n„) is shown in

Fig. 1(b), and the fractional difference, (nsc —n~)/nsc, in

Fig. 1(c). It is worth remarking that the size of the oxy-
gen, defined by the position of the minimum contour
along an Mg-0 bond, is larger than that of the magnesi-
um in both Figs. 1(a) and 1(b). While this ioniclike densi-

ty is expected for nsc, the result is more surprising for
nz, since a Mg atom has 12 electrons compared to eight
in oxygen. This effect may be understood from a con-
sideration of the shell structure of the isolated atoms.
The atomic Mg 3s electronic distribution, containing two
electrons, is spatially more delocalized than the atomic 0
2p orbital, occupied by four electrons, and possesses a
maximum close to the 0 nuclei at the equilibrium Mg-0
bond separation. As a consequence, the atomic charge
density of an oxygen atom becomes greater than that of a
magnesium atom between 1.0- and 2.3-bohr radii from
the nucleus. At distances less than 1.0-bohr radii the Mg
core states dominate the charge density, and beyond 2.3-
bohr radii the Mg 3s charge distribution is larger than
that of the oxygen atom. Hence it is the shell structure of
the atoms which gives rise to the ioniclike charge density
in Fig. 1(a). Representing the charge density as a super-
position of atomic charge densities leads to certain con-
tradictions with the classical point-ion model of ionic ma-
terials. For example, there are no long-range electrostat-
ic forces. The Madelung potential is therefore not the
most natural framework for understanding the cohesive
energy in these calculations. This issue is further dis-
cussed in Sec. V of this paper.

The superposition of atomic charge densities overesti-
mates the charge in the interstitial region between like
atoms. This is illustrated by the negative contours in Fig.
1(c). The charge removed from this interstitial region re-

sides almost entirely between two approximately spheri-
cal contours centered on the oxygen atom and with value
+0.1. The fractional charge-density difference has a lo-
cal maximum with the value 0.141 between these two
contours. The corresponding charge-density difference at
this local maximum in the fractional difference is only
0.013 electrons/bohr . While there is a peak of 14.1% er-

ror in the charge density in a spherical region surround-

ing the oxygen lattice site, and a significant absolute
value of the charge density in this region, the second-
order error in the energy associated with a 14% error in

the charge density will be suSciently small to obtain an

approximate description of the relative importance of the
vacancy defects considered in this paper. In this sense
the charge density in Fig. 1(b) can be considered
suKciently self-consistent for use with the stationary
functional. This assumption can be tested by comparing
the stationary energy functional and self-consistent calcu-
lations for bulk energies. The cohesive energy of MgO
computed using the stationary functional with n~ as the
input charge density is 11.03 eV. Self-consistent calcula-
tions have reported resu1ts in the range of 9.96—10.56 eV,
and the experimentally determined value is 10.35 eV. '

The discrepancy between self-consistent and stationary
functional results is consistent with other works, which

IV. ENERGETICS OF VACANCY DEFECT FORMATION

The formation energies of all defects computed in this
work are displayed in Table I. The corresponding defect
geometry of the lattice vacancies are illustrated in Fig. 2.
We find that more than 95% of the computed defect for-
mation energies arises in the eigenvalue contribution to
the stationary energy functional in Eq. (1). The comput-
ed defect energies are therefore most readily understood
from an analysis of the difference in electronic structure
between the solid and isolated atoms in these calcula-
tions, and not in terms of Madelung energies which are
often used to provide a simple framework for understand-

ing bonding in ionic materials. As the starting point for
understanding the defect electronic structure it is useful
to consider the symmetry of the wave functions in crys-
talline MgO. The electronic states at the top of the
valence band and the bottom of the conduction band are
shown in a minimal atomic basis set representation in

Figs. 3(a) and 3(b), respectively. These two states are at

TABLE I. The computation formation energies of the vari-

ous defects, and the percentage contribution of the band-

structure energy to each energy. The superscripts + and ++ in-

dicate the energy required to remove an oxygen atom minus the

cohesive energy per formula unit, and the energy required to re-

move two oxygen atoms minus twice the cohesive energy per

formula unit, respectively. The percentage contributions to the

defect energies are shown before the cohesive energy is subtract-

ed.

Defect

F
F+
F2+
F
V
V
p2

P

Formation energy

1.82 eV*
3.67 eV*
5.47 eV*
3.23 eV**

13.82 eV
14.83 eV
16.35 eV
3.48 eV*

Band-structure percentage of
formation energy

97.7

96.1

95.2

92.0

have found the stationary energy functional to be maxi-
mal when the input parameters n (r) and V(r) are derived
from their atomic values. The agreement is within the
10% error necessary for a description of vacancy energet-
ics in MgO. The energy of the (001) surface in MgO has
also been computed using the method used in this paper,
and was found to compare closely with the results from
other calculations.

The description of the vacancy energetics in Sec. III of
this paper is based upon an analysis of the eigenvalue
spectrum of the one-electron Schrodinger equation, as in
a tight-binding picture of ionic materials. In the case of
MgO, the material is fully ionic in the sense that the
valence-band eigenfunctions are of 0 2p symmetry, and
the conduction band is of Mg 3s symmetry. The degree
of covalency is less than 5% in the crystalline material.
Therefore, modeling the charge density in MgO as a su-

perposition of atomic charge densities is not in contradic-
tion with the laws of valence.
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(U Center)

Oxygen Vacancy
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FIG. 2. Lattice vacancies in MgO.

A. Oxygen vacancies

The formation energy of the neutral oxygen vacancy in
bulk MgO has been determined in an additive coloring
experiment to be 1.53 eV above the 10.35-eV cohesive en-
ergy per MgO formula unit. In this experiment, MgO
is heated to 1800 K in an environment of magnesium va-
por, and vacancy production involves the diffusion of sur-
face oxygen vacancies into the bulk material. In the
remainder of this section the formation energy of the F
center is referenced to the cohesive energy per MgO for-
mula unit in accordance with the convention in these ex-
periments. If MgO were to be described by a nearest-

the I' point in the band structure, and the top of the
valence band is approximately a nonbonding superposi-
tion of the 0 2p orbitals, and the bottom of the conduc-
tion band is approximately a bonding superposition of
Mg 3s orbitals. A basic understanding of the oxygen va-
cancy, magnesium vacancy, and MgO divacancy defects
discussed here can be understood qualitatively from a
consideration of the position and occupation of the defect
state in the energy gap associated with each vacancy.

7.3 eV

$ 1.2eV
lf

„1.4 eV "P.82 eV" 22eV

neighbor pair-potential model the defect formation ener-

gy would be zero. By comparison, the computed forma-
tion energy of the F center with the stationary energy
functional is 1.82 eV. The implications of the experimen-
tal and computed result being larger than that obtained
with the pair-potential model are discussed in Sec. IV.

%'hen an oxygen atom is removed, a doubly occupied
electronic state appears in the fundamental gap of MgO,
as shown schematically in Fig. 4(a). The tightly bound 0
2p orbitals, which were used to describe the wave func-
tion of six electrons in this region of space in the crystal-
line material, are no longer characteristic of occupied
electronic states. The removal of a neutral oxygen atom
leaves behind two of these six electrons at the defect. In
order for the electrons to minimize their kinetic energy,
the wave function must be nodeless at the vacancy site.
Despite the addition of two energy-optimized Gaussian
functions as variational degrees of freedom in our calcu-
lation, a bonding superposition of the six Mg 3s orbitals
adjacent to the vacancy, as shown schematically in Fig.
3(c), is found to be a good approximation of the electron-
ic wave function. The defect wave function is therefore
similar to a conduction-band state, as would be expected
for a defect level close to the conduction-band minimum
(CBM). The defect level is not actually degenerate with
the CBM, but falls 1.22 eV below the CBM in the gap
[see Fig. 4(a)], because the defect wave function at the va-

cancy is not constrained to be orthogonal to the valence-
band wave function at the site of the oxygen atom which
has been removed.

The position of this defect level can explain qualitative-
ly the formation energy of the oxygen vacancy. That is,
when the vacancy is formed, two electrons are promoted
from within the 0 2p valence band to the defect level,
which is 6.09 eV above the top of the valence band. For
the two electrons, this 12.18-eV contribution accounts for
most of the energy required to remove an 0 atom. There
are further contributions due to the change in the shape
of the local density of states of the valence-band region,
and the noneigenvalue contributions to the stationary
functional in Eq. (1). Klein et al. performed a LDA
calculation for F centers and applied the scissors operator

(a) (c)

Mg
- ='Q ' ~8~
- = . +e+

FIG. 3. Schematic representations of the electronic wave
function at various energies, and in the minimum atomic basis
(Mg 3s, 0 2p), (a) Valence-band maximum in crystalline MgO,
(b) Conduction-band minimum in crystalline MgO, (c) Defect
wave function 1.22 eV below the conduction-band minimum at
the neutral oxygen vacancy.

7.3 eU

[a] F Center [b] F Center [c]F&Center

1.5 eV

0.3 eV
VBM

gpss

Z.oeV
(A)y» 0.9 ev

[d] V Center [e] V Center lf] P Center

FIG. 4. Position and occupation of defect levels in the funda-
mental gap of Mgo for some of the neutral and charge states of
the defects.
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to obtain the experimental band gap. They also found
that the defect level is significantly above midgap for the
self-consistent computation. The formation energy com-
puted in this work, 1.82 eV, is in qualitative agreement
with the value 1.53 eV determined in an additive coloring
experiment.

The computed formation energies of the F+ and F +

centers in MgO are 3.67 and 5.47 eV, respectively. The
F+ and F + defects are formed by removing one and two
electrons, respectively, from the highest occupied local-
ized state of the F center. The formation energies for
these defects are the computed energy differences be-
tween the charged and neutral vacancies, with the dis-

placed electron(s) moving to a reservoir with a chemical
potential p at the bottom of the conduction band. This
arbitrary choice for the chemical potential of the reser-
voir obtains an estimate for the minimum formation ener-

gy of the isolated defect assuming that any excited states
lie close to the conduction-band minimum, and in the ab-
sence of other defects. The eigenvalue contribution to
the energy functional in Eq. (l) accounts for a substantial
fraction of the defect formation energy. This result is not
quoted in the case of the charged defects, since it is
dependent upon the choice of the resevoir's chemical po-
tential.

The additive coloring experiments used to determine
the formation energy of the F center also detected sub-
stantial concentrations of the F+ center. ' The com-
puted difference between the formation energies of the F
and F+ centers, 1.85 eV, is the same order of magnitude
as the formation energy of the F center, 1.82 eV. In this
sense our results are consistent with the experimental
data. The position of the F-center defect level is found to
be only weakly sensitive to the charge state of the defect.
In particular, our calculations find that the defect level

moves below that of the neutral vacancy by 0.13 and 0.16
eV for the F+ and F + defects, respectively. The elec-
tronic configuration of the F + center is shown schemati-
cally in Fig. 4(b). This displacement of the defect level in

the F+ center is qualitatively consistent with the ob-
served 5-eV peak absorption shift of 0.1 eV from the F to
the F+ centers. A similar result has been obtained in

another LDA calculation. '

B. F2 centers

An F2 center consists of two oxygen vacancies on adja-
cent lattice oxygen lattice sites, or second-nearest-

neighbor sites of the atomic lattice. Uniaxial stress-
sp1itting patterns of zero-phonon lines associated with a
defect with the orthorhombic symmetry of the Fz center
have been observed at 3.43 and 1.18 eV. The experimen-
tal intensities of these lines were found to move in paral-
lel under stress, leading to the suggestion of the involve-

ment of the F2 center. ' A feature at 3.58 eV in the
electron-energy-loss experiments was also assigned to an

oxygen vacancy defect aggregate on the basis of the tem-

perature dependence of the loss measurement. The in-

teraction energy, defined as the difference in energy be-

tween nearest-neighbor and isolated F centers, is —0.41
eV. A schematic representation of the electronic struc-

ture is shown in Fig. 4(c). The F-center defect level has
split into bonding and antibonding superpositions of the
isolated vacancy level, both of which are doubly occupied
when the defect is charge neutral. In our calculations
both of these lines are present when the density of states
(DOS) is projected onto a Mg 3s orbital adjacent to one of
the F centers, but a third-nearest neighbor of the other F
center. However, the DOS projected onto a Mg 3s orbit-
al adjacent to both vacancies does not contain any corn-

ponent of the higher-energy state which is spatially an-

tisymmetric with respect to this magnesium site. The
states are referred to as bonding and antibonding on the
basis of these symmetries. The defect states lie 2.18 and
0.82 eV below the CBM, compared to 1.22 eV in the case
of the F-center state. This splitting between levels is
more complicated than the case in diatomic molecules,
where the antibonding superposition of s states is moved
further in energy than the bonding superposition. The
result for the F2 center depends upon an increase in the
Hamiltonian matrix element of the Mg 3s orbitals adja-
cent to both vacancies, and the additional variational de-

grees of freedom afforded by the two energy optimized
and spherically symmetric Gaussian orbitals used in our
calculations, which are found to have a positive-energy
expectation value. Both of these factors contribute to a
reduction in the charge density at the center of each va-

cancy and in the region between the two vacancies. The
energy due to a node in the wave function is significantly
reduced because the charge density of the electronic state
in the vicinity of the node is very small. A simple molec-
ular model of the vacancies parametrized with matrix ele-

ments of similar magnitudes gives rise to degeneracy
splitting with the character of the F2 center.

The splitting of the level gives an approximation to the
binding energy of the defects of 0.54 eV, compared with

the evaluation of Eq. (l), which reduces the attraction to
0.41 eV. We do not find any direction correlation be-

tween these results and the experimental observations,
other than the attractive nature of the interaction be-

tween oxygen vacancies which suggests observable con-

centrations of F2 centers in the additively colored sam-

ples. The computed interaction between second-nearest-

neighbor F centers, fourth-nearest neighbors on the

atomic lattice, was smaller than the accuracy of the
method.

C. Magnesium vacancies

The computed formation energy of the magnesium lat-
tice vacancy, or V center, is 13.82 eV, where in this case
the formation energy is defined to be the energy required
to completely remove a magnesium atom from the ma-

terial. It is inconvenient to define the formation energy
of the V center as the energy above the cohesive energy
per formula unit in MgO, as this definition would require
an estimate for the spin-polarization correction to the en-

ergy of the isolated oxygen atom. Also, there is no obvi-

ous analog of the additive coloring experiment to pro-
duce these defects at temperatures below the me1ting

point for MgO, due to the additional energy necessary to
dissociate the oxygen molecule.
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The electronic structure for the V center is shown
schematically in Fig. 4(d), with a triply degenerate defect
level containing only four electrons, and located 0.3 eV
above the valence-band maximum. The triply degenerate
defect level is approximately described by a nonbonding
superposition of the 2p orbitals associated with the six
oxygen atoms adjacent to the defect. The splitting of this
degeneracy by a Jahn-Teller distortion is the subject of
further work. The 13.82-eV defect formation energy of
the V center is readily understood from a consideration of
the position of this defect level in the gap. The energy re-
quired to take the two electrons from a state close in en-

ergy to the valence band of the crystal to the isolated
atomic Mg 3s orbital energy is approximately 7.6 eV.
There is a further significant contribution to the defect
energy from the DOS of the oxygen 2p-derived valence
bands projected onto the oxygen atoms adjacent to the
defect. These states are pushed to higher energies in the
absence of the magnesium potential. The computed for-
mation energy suggests that the isolated V center does
not occur in high concentrations in high-purity MgO
below the melting point of the material.

Transferring an electron from a reservoir with a chemi-
cal potential at the conduction-band minimum into this
state, and thereby forming the V center, is found to be
an energetically unfavorable process. This is despite the
fact that the electron gains almost the entire band-gap en-

ergy when it moves from the reservoir to the defect level.
The essential feature is that additional electrons at the V
center increases the energy of the electronic states associ-
ated with the 18 oxygen 2p orbitals of the six oxygen
atoms adjacent to the lattice vacancy. An additional tri-
ply degenerate level moves into the gap when the defect is
singly or doubly charged. The highest energy state con-
tains five and six electrons in the V and V centers, re-
spectively. This feature is shown in Fig. 4(e) for the V
center, where the electronic states close to the bottom of
the gap are fully occupied. The energy of the charge
transfer becomes positive, as a result of this rearrange-
ment of the electronic structure. The defect formation
energies are tabulated in Table I. Hartree-Fock supercell
calculations with a 64-atom supercell have estimated the
energy of the V center, defined as the energy to remove
a magnesium ion, to be 1.54 and 1.44 hartrees before and
after structural relaxation, respectively. By compar-
ison, our calculations predict the unrelaxed energy to be
1.549 hartrees. In order to make this comparison it was
necessary to evaluate, using the self-consistent density-
functional algorithm, the energy of the doubly charged
free magnesium ion. The dielectric screening of the elec-
tric field due to the charged defect was observed in the
Hartree-Fock calculation.

The position of states in the gap being dependent on
their occupation at the magnesium lattice vacancy is un-
like the results for the oxygen vacancy, where the posi-
tion of the defect levels was largely unaffected by the oc-
cupation. In the case of the V center an electron is be-
ing added to a state of valence-band character, and is
therefore spatially distributed in a way which is similar to
the other valence electrons in the system. By contrast,
the defect level electrons at the F center are in a state of

conduction-band character, and are therefore spatially
distributed differently from valence-band electrons.
When electrons are removed from this state to form the
positively charged oxygen vacancies, the electronic struc-
ture of the occupied valence band is affected less than
when the charge is added to the Vcenter. The position of
the V-center defect level close to the valence-band max-
imum arises due to an unoccupied and tightly bound 0
2p-derived state which largely feels the potential of the 0
atom, and does not extend significantly into the defect re-
gion. We would expect that a more ionic potential,
defined here in the context of the point ion model where
the oxygen atoms adjacent to the magnesium lattice va-
cancy are doubly negatively charged, would bring the V-

center defect level even closer to the valence-band max-
imum. This is because the potential would be more
repulsive to the additional electrons.

In real material, where there are always traces of
trivalent impurity ions, combined electron-spin resonance
and optical studies have inferred the presence of V and
V centers. The presence of V centers has been
shown to be correlated with substantial concentrations of
OH . ' Optical features at 2.37 and 2.33 eV have been
attributed to the V and V centers, respectively. The
unoccupied V-center defect level appears within an eV of
the bottom of the gap in our calculation, as shown in Fig.
4(d). On this basis we are unable to understand the origin
of the 2.3-eV optical feature associated with the V center
in terms of the electronic structure. Other theoretical
work has also suggested that the 2.3-eV optical feature
cannot be explained as a crystal-field transition, but cor-
responds to a polaron transition. '

D. P center

It is interesting to remark that the formation of F and
V centers is controlled by the same mechanism; the F-
and V-center formation energies involve a transfer of
electrons from oxygen symmetry (valence band) states to
magnesium symmetry (conduction band) states. This is
not surprising since this bond energy is the first-order
contribution to the cohesive energy in MgO. In real ma-
terials the F and V centers are not necessarily entirely iso-
lated from each other, but may interact strongly when in
close proximity. To investigate this interaction we have
considered the MgO divacancy, where Mg and 0 are
missing on adjacent sites. This defect is referred to as a P
center, and the formation energy is computed to be 3.48
eV above the cohesive energy of MgO per formula unit.
This corresponds to a binding energy of 12.16 eV between
the neutral F and V centers, from a manipulation of the
values presented in Table I. The extra electrons from the
Mg-rich F-center environment are compensated for, in a
P center, by the electron de6cit at the oxygen-rich V
center. The P center could equally be viewed as adjacent
F + and V centers. The energy gained by forming the
P center from isolated F and V centers is 18.34 eV,
which is greater than the energy gained when the P
center is formed from F and V centers, due to the electro-
static attraction between defects of opposite charge. The
Wigner-Seitz potential used as the input in Eq. (I), and
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derived from neutral atoms, should be a good approxima-
tion because the potential in the vacancy region is closer
to the limit of weakly coupled atoms than is the crystal-
line solid. The unoccupied defect level of the V center is
approximately a nonbonding combination of 0 2p orbit-
als, but the removal of the additional oxygen atom to
form the P center allows the new delocalized wave func-
tion to posses more bonding character. No defect state is
found close to the valence-band minimum in the P center,
as shown in Fig. 4(Q. An unoccupied defect level is found
1.51 eV below the conduction-band minimum at the P
center. This state is analogous to the defect level in the F
center, and arises from a superposition of the Mg 3s
states in the conduction band. It falls below the
conduction-band minimum, since the kinetic energy is
lowered by the removal of the constraint that it be or-
thogonal to the occupied state at the oxygen atom.

V. DISCUSSION

Optical spectroscopy has been one of the primary ex-
perimental tools used to investigate the properties of de-
fects in ionic material. As a result, many features have
been assigned as characteristic of certain types of defect.
For example, in MgO the 5-eV optical-absorption band is
attributed to F and F+ centers. This absorption band is
thought to be a threshold absorption in which electrons
are promoted from the defect level, conjectured to be 5

eV below the CBM, to a state close in energy to the
CBM. ' ' The observed 2.7-eV Stokes shift between
the 5-eV absorption and 2.3-eV luminescence has been
explained in terms of a lattice-relaxation when the elec-
tron is in the excited state. While lattice relaxation may
be useful for explaining much smaller Stokes shifts of ap-
proximately 0.1 eV in less rigid materials with open
structures such as GaAs or Si, it is difficult to conceive of
a lattice relaxation of 2.7 eV in MgO associated with the
excitation of a single electron. This is because much
larger changes to the Hamiltonian than placing one elec-
tron in an excited state, such as creating a surface, are
known to give rise to lattice relaxation energies per for-
mula unit which are smaller by more than two orders of
magnitude.

A model for the absorption and luminescence at the
oxygen vacancy, based upon the F-center defect level ly-

ing closer to the top of the gap as computed in this work,
would involve excitation of the electron into the conduc-
tion band, nonradiative decay of the electron to the
CBM, and luminescence to the defect level close to the
CBM in the gap. This model for the observed optical
spectra does not require an anomalous lattice relaxation
of 2.7 eV to explain the Stokes shift, and has been dis-
cussed by the authors in the context of surface oxygen va-
cancies. Excitation of an electron from the F-center de-
fect state (with s symmetry) in the gap is to a
conduction-band state with p symmetry at the oxygen va-
cancy. The peak in the density of states projected onto a
p-symmetry superposition of Mg 3s orbitals adjacent to
the F center is approximately 4 eV above the defect leve1
in the gap. The experimental optical absorption is close
to 5 eV. It is important to emphasize that our calcula-

tions cannot be used quantitatively to predict optical
transitions, but we speculate that the computed density of
states distinguishes between states at the top and bottom
of a 7.31-eV band gap. If the F-center defect level was
positioned close to the bottom of the fundamental energy
gap, it would be difficult to explain the experimentally
determined formation energy of the F center. Further
evidence for this picture of the optical absorption and
luminescence is the observed photoelectron yield, which
results from the absorption of 4-eV photons in defective
samples of MgO. This is inconsistent with excitations
from a defect level close to the valence-band maximum,
unless MgO is a negative electron affinity material.

Formation energies for the F and V centers provide a
useful interpretation of the bonding in MgO. The single
largest contribution to the formation energy of the F
center is the energy required to remove electrons from
the valence band and put them into the defect level close
to the conduction-band minimum. Similarly, a substan-
tial fraction of the formation energy of the V center is the
energy required to take electrons from the crystalline
valence band to the isolated atomic magnesium 3s energy.
The formation energies for the F and V centers are both
above the cohesive energy of MgO. In the limit that the
crystal is destroyed by making each site a vacancy, the
average energy of forming additional Mg and 0 vacancies
must be equal to the crystalline cohesive energy per for-
mula unit. The 12.16-eV binding energy between the F
and V centers, forming the P center, is consistent with
this result, as is the less significant binding energy be-
tween F centers. Hence the cohesive energy in MgO can
be viewed as arising from the removal of an oxygen atom,
forming an F center with a doubly occupied state at the
top of the gap, followed by the removal of a neighbor
magnesium atom which takes with it the electrons from
the F-center defect level. In this picture the material is
ionic: the Mg 3s electrons are donated to the 0 atom in

the sense that the valence electronic states are 0 2p in

character. It is this aspect of the electronic structure
which causes the nearest-neighbor pair-potential model
to fail in predicting the formation energetics in MgO, as
there is a strong asymmetry between removing oxygen
and magnesium individually, compared to forming the
MgO divacancy.

If there is a large concentration of P centers in a defec-
tive sample of MgO, there is the possibility of ultraviolet
absorption from the valence band to the defect level at an

energy close to the 5-eV absorption. In this case the tran-
sition would be from a state ofp symmetry in the valence
band to the state of s symmetry in the energy gap. Other
workers have considered the P center, where an extra
electron is placed in the defect level close to the
conduction-band minimum. Absorption from the
valence-band maximum to the P or P level should, by
analogy with the F center, be at approximately similar
energies since the additional e1ectron in the P center is

in a state of conduction-band character.
Bombarding crystalline MgO with high-energy parti-

cles such as electrons, gamma rays, or neutrons gives rise
to an optical-absorption spectrum in which a feature at
2.3 eV has been attributed to the magnesium vacancy, or
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V center. ' ' Experiments have suggested that the irra-
diation results in a redistribution of cation vacancies in
the crystal by a mechanism in which the newly created
magnesium interstitials combine with the V centers in the
lattice. Furthermore the concentration of V centers has
been correlated with the presence of trivalent metals and
OH in the lattice. ' The large formation energy of
the V center computed in this work is consistent with the
density of these magnesium vacancies being small. Since
there is no obvious analog of the additive coloring experi-
ment to produce V centers, they are probably less abun-
dant than the F centers. We speculate that the 2.3-eV
feature may be a consequence of the gap state associated
with the F center, for which luminescence is also ob-
served at 2.3 eV.

The F center is likely to be the dominant defect in ad-
ditively colored materials, where anion vacancy concen-
trations, determined by optical absorption, of 6X10'
cm are obtained. If each vacancy possessed a single
charge, a cubic centimeter of isolated material would
contain close to a Coulomb of net charge in the absence
of defects with a compensating charge. As the density of
extrinsic impurities may be much lower than 6X10'
cm and very few V centers are to be expected in an ad-
ditively colored material, the neutral F center is believed
to be the dominant defect in this material. Hence the
Schottky defect, consisting of isolated V and F + va-
cancies, is not the prevalent defect in all samples of lat-
tice defective MgO, as may be expected from a simple
point-ion model of the material. The results of the com-
putations in this paper suggest that charge compensation
between isolated neutral anion and cation vacancies is en-
ergetically unfavorable in MgO. Hence the Schottky de-
fect is not the ground-state defect structure of isolated
Mg and 0 lattice vacancies, even when the lattice vacan-
cies are present in equal concentration. This result con-
tradicts the mechanism by which ionic conduction is be-
lieved to take place in MgO. ' That is, via migration of
the V and F + defects. Furthermore, the formation
energy of the P center suggests that migrating V and
F + vacancies would prefer to associate, forming a net;
tral defect which cannot produce a current in the stan-
dard ionic model. The optical experiments find agree-
ment with this result in the sense that the F + defect is
extremely short lived. The luminescence is observed on a
time scale much faster than that associated with the mi-
gration of an F + across a macroscopic sample. When
hydrogen is present in the sample the electrons which
have been photoexcited to the conduction band to form
the F + center may become trapped at a defect associat-
ed with the hydrogen. The luminescence is then observed
at times as large as 1 s.

Structural relaxation energies in metallic, semiconduct-
ing, and some ionic insulating materials are found to be
comparable in magnitude to electronic energies. The
electronic energies of the vacancies in MgO are found to
be so large in our calculations that, even after taking into
account an upper bound for an estimate of the structural
relaxation energy, the defects remain correctly described
by their electronic component. For example, supercell
density functional calculations for the V center have

computed a lattice relaxation energy of —1.300 eV. '

The lattice relaxation for the neutral defect is likely to be
less than for the charged system, since the nuclei do not
move in attempt to screen the field. Hence the V-center
formation energy of 13.82 eV is not qualitatively affected
by lattice relaxation in the sense that the processes by
which the defect could be created would remain
unaffected if the structural relaxation reduced the forma-
tion energy to 13 eV.

The binding energy in classical ionic models is due to
the Madelung energy associated with an array of point
charges. However, a recent multiconfiguration interac-
tion calculation has considered the binding energy of
small molecules of MgO embedded in a point-ion medi-
um, representing the Madelung potential of the ionic
crystal. The computed energies were found to be insens-
itive to the numerical charge of the point ions in the
embedding region. This calculation elegantly demon-
strates that the short-range chemical interactions are
largely unaffected by the Madelung field. Despite this re-
sult, it is still possible to partition the self-consistent
charge density in Fig. 1(a) such that the magnesium and
oxygen lattice sites have their forrnal charges +2 and—2, respectively. The Madelung energy associated with
these charges is not small on the scale of bond energies.
Similarly, however, the partitioning of space chosen for
the self-consistent charge density [Fig. 1(a)] which led to
the formal charges of the point ions, also provides a
quantitatively very similar result for the superposition of
atomic charge densities [Fig. 1(b)]. This is because the
charge density of the oxygen atom is larger than that of
the magnesium atom in the critical bonding region, as
has been previously described.

VI. CONCLUSIONS

This paper has concentrated on explaining the proper-
ties of intrinsic lattice vacancy defects in MgO using ele-
mentary ideas in electronic structure. Ab initio calcula-
tions were necessary in order to compare reliably the de-
fect energies in the various charged states. The most
surprising result is the relatively large formation energies
of charged defects compared with the neutral vacancies.
Electron transfer between isolated F and V centers was
found to be energetically unfavorable, even when the
macroscopic dielectric response, which reduces the net
charge at the defects, was taken into account. The reason
for this is the large energy cost resulting from an addi-
tional electron in a state with 0 2p valence-band charac-
ter at the negatively magnesium lattice site vacancy.

A simple model for explaining the experimentally ob-
served Stokes shift for electrons associated with the F
center has been presented. Further work is required to
determine the coupling constant between the s-symmetry
defect level and the p-symmetry electronic states in the
conduction band. This coupling constant is known to be
large in experiments. The P center is predicted to have
an unoccupied state close to the top of the fundamental
gap in MgO, and we conjecture that an absorption band
associated with this level may be observable. The strong
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attraction between F and V centers to form a P center
suggest that the defect may occur in high concentrations
in real materials.

The calculations in this paper have made use of the
linear scaling of a density-functional computation with
the number of degrees of freedom. The mathematical
basis of this scaling is that diagonal elements of the resol-
vent are exponentially insensitive to successively more
distant environments. The recursion method is used in
this work to compute the diagonal elements of the resol-
vent, which can be related to the difference in the eigen-
value spectrum for the defective and reference systems.
The energy difference is calculated explicitly in this ap-
proach, instead of as a difference between total energies
for which random errors do not cancel. The formation
energies of charged defects in this paper have used an ex-
perimentally determined parameter, the electronic dielec-
tric constant, to estimate the residual charge at the de-

feet. This is necessary with the stationary functional, be-
cause errors are first order and not second order, if the
wrong number of electrons are placed at the defect. Our
calculations are in quantitative agreement with the exper-
imental formation energy of the F-center defect, and with
the Hartree-Fock supercell calculation of the V center.
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