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Importance of confined fields in near-field optical imaging of subwavelength objects
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The detailed imaging process of subwavelength objects deposited on a planar surface is studied within
the framework of a three-dimensional model of scanning near-field optical microscope. The model con-
sists of a truncated pointed fiber approaching a planar surface on which a three-dimensional protrusion
is deposited. For this geometry, Maxwells equations are solved exactly by applying the field-

susceptibility method in the direct space. The technique provides precise evaluations of the physically
relevant near and far fields. In order to refine the understanding of the imaging process of subwave-

length objects, we present simulated images of low-symmetry protrusions for two different modes of po-
larization and as a function of the approach distance. These simulations show clearly that subwave-
length surface defects induce confined optical near-field distributions that are directly related to the
shapes of the objects. We conclude that the central problem of near-field optical microscopy is the op-
timal detection of the confined fields that are set up by the objects themselves.

I. IN IRODUCTION

Photon imaging of subwavelength three-dimensional
objects requires the detection of nonradiative field com-
ponents confined a few nanometers above the sample sur-
face. Since 1984, numerous experimental devices have at-
tempted to apply this concept in the range of visible
wavelengths. ' One class of devices involves subwave-
length holes and protrusions. ' Another one relies on
pointed fibers for emitting or collecting the light
beam. Successful practical devices have demonstrated
the correlation of subwavelength-resolved signals with
various object properties such as shape, polarizability, or
index of refraction, and have opened opportunities for
the optical characterization of surfaces. Recently, the
scanning plasmon near-field microscope reached the
super-resolution of A, /200 on silver samples by exploit-
ing near-fields associated with resonance phenomena.

In spite of these experimental advances, the imaging
process of the various scanning near-field optical micro-
scope (SNOM) devices remains questionable. In particu-
lar, the relative importance of the probe properties (shape
and material) and of the illumination mode is still not
well established. The situation is complicated by the fact
that this microscopy arose as a challenge to theoretical
optics, since near-field optical efFects are beyond the
scope of common approximations. In order to guide the

rapid experimental developments and to understand the
contrast mechanisms involved in near-field optics (NFO),
several theoretical approaches and simulations tech-
niques have been proposed. ' ' Van Labeke and Bar-
chiesi recently reviewed various theoretical methods. '

However, a rather limited number of these theoretical
descriptions took into account the self-consistent cou-
pling between the probe and the sample surface, so that
most of the basic questions raised above remained
unanswered. The few self-consistent studies' ' indicat-
ed that the individual structures lying on the surface dis-
torted the near field established by the self-consistent op-
tical interaction between the probe and sample. Never-
theless, these distortions of the electromagnetic near field
turned out to be confined very close to the protrusions of
the illuminated surface. The same simulations showed
that even if the modifications of the electromagnetic near
field in the SNOM junction were restricted to the region
of the surface defects, they altered significantly the
detected far field. Furthermore, these self-consistent
computations demonstrated unambiguously that a realis-
tic description of SNOM devices requires a very accurate
determination of the near-field distribution inside the
coupled probe-sample system in order to assess how the
far-field cross sections are related to subwavelength struc-
tures.

In the spirit of these preliminary self-consistent studies,
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this paper presents a detailed study of these local interac-
tions when a thin SNOM tip is scanning subwavelength
three-dimensional (3D) objects. In order to refine the
understanding of the imaging process of such surface
profiles, we simulated images of protrusions of low sym-
metry for two different modes of polarization and as a
function of the approach distance. In Sec. II, we define
the geometry of a SNOM device and summarize the steps
leading to the self-consistent integral equation. A numer-
ical discretization procedure will be used to solve this
equation numerically in direct space and to derive the
6eld distribution inside the SNOM junction. In order to
obtain some insight into the optical interaction between
tip and sample, the image-object relation will be exam-
ined in Sec. III by giving sequences of gray scale images
as a function of the approach distance.

II. THEORETICAL FRAMEWORK

A. Vector Lippmann-Schwinger equation
~ith 3D objects

In the present section, we outline the underlying
analytical framework for our numerical simulations. The
principle of our method relies on the splitting into two
parts of the physical system for which we are seeking a
solution of the vectorial wave equation: a highly symme-
trical reference system (in our case the perfect planar sur-
face limiting the infinite homogeneous half-spaces con-
sidered in our application, Fig. 1) and a perturbation em-
bedded in this reference system (for example the ensemble
formed by a 3D defect lying on the perfect surface and
the probing tip, Fig. 1). By perturbation we do not mean
that its physical properties difFer slightly from the refer-
ence system, but rather that the perturbation is spatially

/
/

/
/

limited within the reference system.
Let Eo(r, co) be the known Fourier component of the

incident Geld on the highly symmetrical system. In the
presence of the perturbation (probing tip plus localized
surface defect) the perturbed field E(r, co) obeys the fol-

lowing implicit Lippmann-Schwinger equation: '

E(r, co) =Eo(r, co)+ IS(r, r', co).y(r', co) E(r', co)dr',

where S(r, r', co) represents the field susceptibility of the
reference system (cf. Fig. 1), and y(r', co) is the linear
susceptibility of the perturbation (localized defect plus
probe tip). The first term of this self-consistent equation
corresponds to the field in the absence of perturbation,
whereas the second term gives the modification of the
field due to the perturbation.

An approach based on the numerical solution of Eq. (1)
turned out to be extremely powerful to investigate com-
plex 3D systems, and established the advantage of
morking in direct space rather than in reciprocal space.
Indeed the treatment avoids the numerical diSculties as-
sociated with the poor convergence of the Fourier series
involved in a reciprocal space description. Moreover,
working in direct space allows us to consider arbitrary
geometrical configurations.

In the upper half-space (z ~ 0), the second-rank tensor
S(r, r', co) is the sum of two contributions:

S(r, r', co) =So(r, r', co)+S,(r, r', co),

where the first term represents the field propagator in
vacuum. The presence of a surface at z =0 is described
by the field susceptibility S,(r, r', co). The field suscepti-
bility defined in (2) can be constructed by calculating the
response field of the reference system to an arbitrary fluc-
tuating dipole lying in its neighborhood. In the particu-
lar case of a solid (dielectric or metallic) bounded by a
perfectly planar surface, various theoretical methods
mere developed to obtain this response function. The
analytical form of S(r, r', co) depends on the nature of the
surface under consideration. In the numerical work to be
discussed in this paper, we used the analytical form of
S(r, r', co) which can be found in Ref. 22: Eqs. (23) and
(24).

B. Near-field distribution
inside the probe-sample system

FIG. 1. Schematic illustration of a scanning probe device.
The vector R~ =(X, F,Z) defined the detector apex position, and
R; characterizes the location of a given volume element inside
the probe tip. The shadowed zones including the surface defect
and the tip extremity were treated by discretization in the
Cartesian space.

In SNOM experimental setups, the main element is the
tip of a dielectric stylus. The current trend is the use of
monomode fibers for which the conical tip is obtained by
different techniques such a chemical etching or pulling-
heating processes. In this subsection we consider the
problem of such a pointed dielectric stylus facing a plane
surface displaying a three-dimensional localized defect
(cf. Fig. 1). In experimental devices, the probe and the
sample always remain as tmo mell-separated systems dur-

ing a scan. Consequently the electric susceptibility
g(r, co) describing the linear-response properties of the
perturbation can be written as the sum of two contribu-
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y(r, co) =yp, (r, co)+y,b(r, co) . (3)

tions associated with the probe and the object, respective-
ly,

cording to the index l:

e,(co)—1
a&(co)= WP if (1~1 ~n)

4m.
(10)

When the optical response properties of both the probe
and the surface defect are assumed to be local, y, and

y,& can be expressed in terms of the bulk optical dielec-
tric constants e~, and e,b O. ne then has (with j standing
for pr and ob)

(4)

E(r, co) =Eo(r, co)+ 8~,(r, co)+ 8,b(r, co),

where

e~ (co) 1. —
CJ(r, co) = f S(r,r', co) E(r', co)dr' .

7T J

(6)

In the expressions for 8, and 8,b, the two integrations
have to be performed over the volume of the probe and
the object, respectively. An essential advantage of the
present description is provided by the spatial localization
of the perturbation which allows us to solve exactly the
self-consistent equation (6). In fact, the solution of this
implicit integral equation can be obtained by discretizing
the spatial region occupied by the perturbation. Let us
label the set of grid points inside the probe by (R; J and
the set of grid points used to treat the surface defect by
[R J. After spatial discretization, the structure of Eq. (6)
1s

for all points r located inside the perturbation (probe plus
surface defect), and

y (r, co)=0

outside the perturbation.
From relations (4) and (5) the integral equation (1) can

be expressed as follows:

and

e»(co) —1
a&(co)= ' W&' if (n+1 I n+m) . (11)

4m.

We note that the procedure avoids matching boundary
conditions. The latter are in fact implicitly guaranteed
by the self-consistency of the original integral equation
(1). The only approximation of the technique lies in the
use of the spatial discretization; the density of the grid is
arbitrarily adjustable. "' '

Note that the size of the matrix associated with the
discretized Eq. (9) grows with the volume of the perturba-
tion. Recently, we proposed a numerical scheme based
on the parallel resolution of Lippmann-Schwinger and
Dyson equations in order to restrict the numerical e8'ort

to the physically meaningful quantities.

C. Intensity collected by the tip

In SNOM devices the use of a pointed detector allows
the convertion of the nonradiative fields concentrated
near the surface irregularities into radiative fields detect-
able in the far-field region. The amount of optical energy
converted by such devices depends mainly on the shape
and size of the region of interaction with the confined

g(nm, ')

E(r, co) =Eo(r, co)

epz( co )+ '
g,".

&
WPS(r, R;,co) E(R;,co)

4m

e,b(co) —1
+ ' g.

&
W' S(r, RJ,co) E(RJ,co),

where W~' and S" represent the volume of the discre-
tized elements inside the tip apex and the surface defect.

The spatial localization of the perturbation means that
both indices n and m remain finite, so that the resulting
matrix equations can be solved by standard procedures of
linear algebra:

E(Rk, co) =Eo(Rb, co)

10
I

20 3o X(nm)

n+m
+ g S(Rk, RI co) al(co).E(R~,co) . (9)

1=1

In this last equation the quantity a&(co) has the dimension
of a dynamical polarizability, and changes its value ac-

FIG. 2. Geometry of the three-dimensional pattern used in
the first simulation presented in Sec. III (intensity growing from
black to white). We have considered a letter F of 7.5 nm in
thickness and 35 nm in height with an optical index of refrac-
tion of 1.5, identical to that of the substrate. In the calculation,
the pattern is discretized with 228 cubic meshes of size 2.5 nm.
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fields. It is also very sensitive to both the object parame-
ters and the illumination conditions (internal total
refIection, angle of illumination, external illumination,
etc). The conversion mechanism can be analyzed theoret-
ically using the theory described above. In fact,
knowledge of the e6'ective Geld distribution inside the
perturbation is sufBcient to describe the far-field Ef„
crossing a surface g located in the wave zone of the
dielectric stylus (cf. Fig. 1). We have the result

Er&&( R+ I p? co ) g S(R+ro, Rk, co ) uk ( co ) E(Rk, co )
k=1

(12)

where R defines the location of the tip apex with respect
to an absolute reference frame, and the vector r0
represents the position of a point of the g surface with
respect to the apex of the detector. By using an asymp-
totic form of the propagator S in the far-field range, it is
possible to describe regions far away from the perturba-
tion. Finally, numerical integration of the Poynting vec-
tor associated with Er,g(R~+ro, co) on the surface of the
cross section g of the probe leads to the energy flux
across that section and hence to the detected intensity
I(R&,co) which is the relevant observable in experiments.

III. SCANNING
QVKR SUB%'AVKLKNGTH 30 QBJKCTS

The two relations (9) and (12) defined in the previous
sections are general since they account for the real profile
of both the tip apex and the object. From these equations
it is possible to calculate the signal I(R~,co) and to simu-

late, by scanning the detector, SNOM images. Both
quasipoint and spatially extended probe tips will be con-
sidered in our calculations.

A. Imaging with quasipoint probe tips

Our first example considers the problem of near-field
image calculations of a three-dimensional dielectric
subwavelength object lying on a perfectly Hat glass sur-
face (the reference system). In order to minimize the tip-
sample coupling we have considered, in a first step, a
quasipoint tip apex (2.5-nm curvature at its extremity and
10-nm height). The three-dimensional object used in this
first application is a letter P of optical index 1.5, thick-
ness 7.5 nm, and height 35 nm (cf. Fig. 2). We consider
the internal total reflection [STOM/PSTM (STOM is
scanning tunneling optical microscopy and PSTM is pho-
ton scanning tunneling optical microscopy] configuration
described in Refs. 4—8 with an incident wavelength
k=632 nm. In such a configuration, the zeroth-order
field Eo(r, co) is the evanescent wave created by total
refiection at the surface (z =0). For the computation, we
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FIG. 3. A sequence of gray
scale images corresponding to
the 3D object described in Fig.
2. The evolution of the image is
given as a function of the ap-
proach distance for two diferent
modes of the external polariza-
tion (transverse electric and
transverse magnetic). The sam-

ple is lit in internal total
reflection corresponding to the
so-called STOM/PSTM config-
uration, and the incident wave

vector is parallel to the OY axis
(black arrow on the figures).
The intensity I(R~) collected by
the probe was calculated in a
plane parallel to the reference
system at a distance Z from the
plane surface. The scanned area
is (50X 50) nm and the incident
wavelength is 632 nm. This
simulation was performed with a
quasipunctual tip apex {2.5-nm

curvature at its extremity and
10-nm height). The vector lto

represents the projection of the
incident wave vector in the plane
(XOV). (a) Z = 10 nm.
Z=15 nm. (c) Z =20 nm. (d)

Z =40 nm.
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FIG. 3. (Continued).
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formed a Cartesian discretization grid consisting of three
consecutive layers of 76 cubic elements of size 2.5 nm.

Figure 3 displays a sequence of gray scale images of
this object calculated at constant distance from the refer-
ence system. In these images the object induces strong-
field confinement for both TM and TE polarizations. In
the TM mode, the defect induces a well-localized increase
of the near-field distribution directly related to the shape
of the object. The image-object relation of subwave-
length structures appears to be optimal when the incident
electric field is perpendicular to the interface plane. A
different feature occurs in the TE image in which the in-
cident field polarization is parallel to the surface of the
reference system. In this case, some spatial region locat-
ed above the object appears in reversed contrast relative

I

to the object relief. The spatial extension of the contrast
reversal region is fixed by the size of the localized surface
corrugation. Moreover, in the direction parallel to the
incident beam, enhanced confinement is found above the
edges of the object. Such an electromagnetic confinement
could explain the high-resolution obtained by Courjon,
Bainier, and Spajer by working in the TE mode when
recording low relief objects (5 nm in thickness).

The phenomenon of contrast reversal can be explained
simply by examining the sign of the dominating short-
range term S~p'"'(r„rp}composing the free space propaga-
tor Sp [cf. Eq. (2) and Ref. 10]. In fact when a small sam-
ple of the very tip (located at rp} passes over an elementa-
ry sample of the surface defect (located at r, ),
Sp"'(rp —r, ) takes the form, with rp —r, =(0,0,zp z ),

S'"'(r —r, ) =
—[z —z, ]

0

0

0

0

0

0

2[zp —z, ]

(13)

The near field generated inside the very tip deduced from
Eq. (1) can then be approximated by

I

(13), the second term of Eq. (14) appears in phase opposi-
tion with the evanescent field in the TE mode:

E(rp, co) =Ep(rp, co)+a(co)Sph(rp —r„co).Ep(r', co) . (14) Ep(rp co) = (Ep(rp co) 0 0) (15)

As a consequence of the minus sign in the first row of Eq. which results in a near-field decrease in the immediate
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proximity of the sample. In the TM mode, the z com-
ponent dominates and imposes a positive sign on So"'.
Note that a similar behavior has been observed in the
framework of the diffraction theory described in Ref. 26.
This contrast reversal may appear more familiar when
considering depolarization efFects. In the TE mode, the
incident electric field is oriented along the x direction, so
that the finite size of the object induces strong depolariza-
tion effects which reduce the intensity of the electric field
inside the object. In the TM mode, the incident electric
field has a vertical component (along z) and a horizontal
component (along y) which interact with each other in-
side the objects. As indicated by Eq. (13), the z com-
ponent dominates at short distances, so that scanning in a
detection plane above the object is more sensitive to the
vertical depolarization which masks the horizontal depo-
larization efFect.

8. Imaging with extended probe tips

In a practical STOM (or PSTM) configuration, the
pointed fiber is brought near the sample in region where
the magnitude of the evanescent field is significantly in-
tense. The evanescent illumination reduces the amount
of stray light entering the taper laterally so that the part
of the detector which is located outside the decay range
of the surface near field contributes weakly to multiple-
scattering effects between the tip and sample. A fairly

good approximation then allows us to limit the height of
the pointed fiber to the decay length g of the evanescent
field. q reaches about 100 nm if the evanescent field is

generated by a plane wave which is incident slightly
above the critical angle for total r exsection. In the
analysis of the imaging process with extended probe tips,
we therefore restricted the height of the conical probe tip
to 100 nm. The tip apex had a realistic curvature radius
of 15 nm. This truncated detector was then discretized
on a Cartesian grid by stacking layers of meshes in a
close-packed arrangement. The detector described above
was brought above a T-shaped three-dimensional object
engraved on a transparent glass substrate. This T was 5

nm thick and 70 nm long. Many of the features found in

the case of a quasipoint detector are recovered. In partic-
ular, depolarization effects follow the same trends as ob-
served for a quasipoint probe. From our simulations we

conclude that the sharp resolution of the object is still

possible with an extended detector. The loss of quality
related to the growing size of the detector may be appre-
ciated by comparing Figs. 3(a) and 3(b) with Figs. 4(a)
and 4(b). For an approach height of 10 nm, the quasi-

point probe tip provides a sharper image than the extend-
ed tip. But the extended probe tip can recover a sharp
image by coming 5 nm closer to the sample.

%'e tested the stability of the image profile versus the
number of layers used to discretize the conical tip. In-
creasing the number of layers from five to seven did not
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FIG. 4. Simulated images of a
letter I engraved on a transpar-
ent substrate of optical index of
refraction 1.5. The thickness
and height of this 3D pattern are
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affect the lateral variation of the detected intensity but
contributed to the signal background. In other words,
extending the tip further changed the absolute value of
the intensity but not the relative definition of the image.
The confined field responsible for the observed image is
thus set up by the objects themselves. How to couple the
near field associated to the objects with the radiative far
field is the basic question of tip design, which is impor-
tant to achieve a convenient detection level by reducing
the noise.

IV. CONCLUSION

We have presented some numerical applications
relevant to the principles and technology of near-field op-
tical microscopy. Our direct-space approach is based on
a general theoretical framework which handles the self-
consistent electromagnetic field arising from scattering by
three-dimensional objects and gives access to observables
which are relevant experimentally, such as the light in-
tensity collected by a NFO probing system (a
STOM/PSTM tip, for example). We have used this mod-
el to investigate the imaging properties, in a
STOM/PSTM configuration, of subwavelength three-
dimensional objects lying on a surface. Our results show
that a strong confinement of the electromagnetic field in
the vicinity of these three-dimensional objects is responsi-
ble for the extraordinary resolution observed experimen-
tally. The topography of this confined field, and there-
fore the collected image, depend strongly on the polariza-
tion of the evanescent field used for illuminating the ob-
ject. When the electric field is parallel to the surface sup-

porting the object (TE field}, a strong-field confinement
arises along the object interfaces orthogonal to the field,
and the image-object relation emphasizes the outline of
the object; different orientations of the incident field

highlight different sides of the object. When a TM field is

used, the field pattern reproduces the shape of the object.
In this situation, the image emphasizes the entire volume
of the object and is independent of the orientation of the
incident field. This explains the high sensitivity of the ex-

perimental images to the operating polarization mode.
The in6uence of the detector geometry, and of the prob-
ing distance on image formation has also been con-
sidered. In particular we have shown that the coupling
between the apex of the detector and the object plays a
principal role in the imaging process: beyond a given
detector dimension, the image remains unchanged. We
found that the loss of resolution associated with an ex-
tended tip may be counterbalanced by approaching the
probe tip closer to the sample. This property could
orientate near-field optical instrumentation to improve
the tip-sample control in order to optimize the detection
of the confined field set up by the objects themselves.
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