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We consider a strong flux pinning by a network of high-j, planar defects which can result in high mac-
roscopic critical current densities J, in bulk superconductors. Such a pinning potential gives rise to a
qualitative change of the structure of normal cores which turn into highly anisotropic phase cores de-
scribed by equations of nonlocal Josephson electrodynamics. We obtained a solution of these equations
for a vortex parallel to the planar defect and calculated the magnetic-field distribution and the transver-
sal pinning force f, between the vortex and the defect. The longitudinal pinning force f| of vortices
along the defect is determined by both their magnetic interaction with pinned intragrain fluxons and lo-
cal inhomogeneities of the defect. The force f(H) is shown to be highly anisotropic with respect to the
current direction, the value f along the defect being much smaller than the perpendicular component
f1. This can result in the preferential flux motion along the percolative paths formed by planar defects,
giving rise to a nonmonotonic J.(H) dependence due to the increase of f| with H caused by magnetic in-
teraction of inter- and intragrain fluxons. The effect of topology of the pinning network on J, and flux
creep is discussed. We also calculate the low-field dependences of J.(H) and consider the regions of the
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T-H space, where a magnetic granularity transition can occur.

I. INTRODUCTION

Pinning in superconductors with high critical current
densities J,. is often due to a dense network of planar
crystalline defects. For low-T, superconductors (LTS’s)
the characteristic examples are the optimized Nb-Ti,
where the extremely strong pinning is caused by a net-
work of thin a-Ti ribbons,' or the grain-boundary pin-
ning in Nb;Sn,? Chevrel phases,>* and NbN.®> A similar
situation may take place in high-T, superconductors
(HTS’s) which also contain numerous planar defects,
such as twins in YBa,Cu;0,_,,%"® stacking faults,>!°
colonies of low-angle c-axis grain boundaries,”’ 2 or
“brick-wall” structures of twist grain boundaries'® in Bi-
based superconductors.

In such high-J, materials, pinning is due to coherent
defect structures which usually do not cause strong dis-
tortions of crystalline lattice and thereby do not result in
a significant degradation of superconducting properties.
This fact reflects two essential features of high-J, super-
conductors. On the one hand, the most effective pinning
can be proved by a dense network of planar defects paral-
lel to the flux lines. However, unlike the case of random-
ly distributed point pins, the network of planar defects
can block or divert the macroscopic current flow if the
tunneling superconducting current density j. through the
pins is smaller than J, determined by flux pinning. At
J. > j., the pinning structure can give rise to the magnet-
ic granularity which manifests itself in a drop of the
transport J. due to the appearance of closed current
loops within macroscopic crystalline grains, where densi-
ties of circulating magnetization currents become larger

0163-1829/94/50(18)/13563(14)/$06.00 50

than J,.!'*15 These opposite tendencies seem to be recon-
ciled in the optimized Nb-Ti, where the strong pinning is
due to a dense network of thin «-Ti ribbons with
thicknesses smaller or of the order of the coherence
length £.! This fact provides the strong proximity cou-
pling of the pinning structure with the Nb-Ti matrix,
which, in turn, can result in a very high j, of the order of
the depairing current density j,.

Such a network of high-j. planar defects does not give
rise to weakly pinned Josephson (J) vortices'® whose dis-
sipative motion along the defects eventually results in the
superconducting decoupling of crystalline grains. There-
fore these high-j. planar pins do not cause the magnetic
granularity, but rather play the role of “hidden” weak
links strongly deforming the normal cores of Abrikosov
(A4) vortices which turn into Abrikosov vortices with
highly anisotropic Josephson cores!”!® (hereafter such
vortices are called AJ vortices). For a single planar de-
fect, the Josephson core is a 27 phase kink

plx)=m+2tan™! % , (1)
A2 3v3

of length / along the defect and of width £ in the transver-
sal direction.!” Here @(x) is the phase difference across
the contact, A, =(cd,/16m*Aj,)!/? is the Josephson mag-
netic penetration depth, A is the London penetration
depth, ¢, is the flux quantum, c is the speed of light, and
ja=c#y/12V37°A%. The AJ phase core is surrounded
by circulating screening currents which decay over the
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London penetration depth A. Such a vortex arises if the
core size [ is smaller than A, which occurs in the case of
strong Josephson coupling when A;(j.) becomes smaller
than A, that is, j; <j. <j,, where

. cdy Ja
=T 3535 (3)
16m°A K

for bulk superconductors and j, ~j,Ed /A* for thin films
of thickness d <<A,'”!” where k=A/& is the Ginzburg-
Landau parameter (hereafter we consider the case of ex-
treme type-II superconductors for which k=A/&>>1]).
The condition j,. > j; can fulfill in high-J, materials, in
particular, the value j,=8X10> A/cm? for Nb-Ti at 4.2
K (A=~250 nm) is smaller than J, ~2X10°® A/cm’ ob-
served on the optimized Nb-Ti at H=0.! In this case the
concentration of a-Ti ribbons is so high that the trans-
port current may flow through the pins, therefore j, is
larger than J,, and j, > j;. Notice that the disappearance
of normal cores in AJ vortices can be caused by any crys-
talline defect with j, <j,.

The geometry of the planar defect network is also im-
portant. For instance, in twin domains with different
orientations with respect to the crystallographic axes,®®
the planar defects can divert the local current flow, limit-
ing the macroscopic J, due to reduction of the current-
carrying cross-sectional area. In a random network of
planar defects with the density of pins exceeding the per-
colation threshold, the supercurrent must cross several
defects, which would offset the increase of J,. due to flux
pinning. Such a random network is known to have a
complicated topological structure in which only a small
part of the defects belong to the percolative path.’ In
general, both regimes in which the planar defects act as
pinning centers, or block (divert) the current flow coexist,
their relative contributions depending on both j. and the
geometry of the pinning network. In this paper we con-
sider flux pinning by a network of planar high-j. crystal-
line defects which are modeled by high-j. Josephson con-
tacts. In such an approach the pinning potential U(r) is
mostly determined by the geometry of pinning network,
whereas the specific mechanisms of the Josephson tunnel-
ing manifest themselves only via the amplitude of j. and
its temperature and field dependences [as a characteristic
example of high-j. weak links we consider here strongly
proximity coupled normal (N) layer in a superconducting
(S) matrix].

Therefore, in order to calculate f, one has to consider
the interaction of the A4 vortex with planar Josephson
contacts. This interaction cannot be described within the
framework of conventional local Josephson electro-
dynamics employed for the description of J vortices in
long Josephson contacts, since it assumes that @(y) varies
along the contact over lengths much larger than A. By
contrast, the main contribution to the pinning forces
comes from intragrain A vortices spaced from the grain
boundaries by distances s <<A. In this case ¢(y) changes
over lengths ~s much shorter than A, so ¢(y) is de-
scribed by equations of a nonlocal Josephson electro-
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dynamics (NJE) in which ¢(y) can vary over much small-
er spatial scale than that of H(y). 17.21 NJE equations en-
able one to take account of variations of @(y) over any
lengths larger than £ provided that the planar defect can
still be regarded as a weak link (j. <<j,) for which the
tunneling currents are too small to affect the supercon-
ducting gap A outside the contact. In this case the in-
teraction of vortices with high-j. planar defects can re-
sult in the transformation of normal cores of A vortices
into the phase AJ cores described by NJE equations
which account for the change of the core structure by the
pinning potential. This approach differs from the previ-
ous calculations of the vortex interaction with twins®*?*
performed within the framework of the Ginzburg-
Landau equations (the case of the vortex perpendicular to
the contact was considered in Refs. 13 and 24). The pa-
per is organized as follows.

In Sec. II, NJE equations which describe the interac-
tion of the A vortex with parallel planar Josephson con-
tact are derived. We obtained an analytical solution of
these equations, ¢(y,x), in the nonlocal regime j. > j; and
traced the change of the field distribution in the 4 vortex
as it moves toward the planar defect, including the disap-
pearance of the normal core and appearance of the AJ
phase core at s ~§&.

In Sec. III, the attraction force f,(s) between the A
vortex and the parallel Josephson contact is calculated.
It is shown that, depending on the vortex distance s from
the contact, there are two characteristic regimes: at s </
the force f(s) =< 1/s has the magnetic origin, similar to a
vortex parallel to the sample surface. At ] <<s <<A, the
planar defect becomes transparent for the vortex screen-
ing currents, and the force f(s) decreases as 1/s>.

In Sec. IV we consider the longitudinal elementary pin-
ning force f; which is due to both inhomogeneities of
Jj.(r) along the defect and the magnetic interaction of in-
tergrain AJ vortices with intragrain A4 fluxons. It is
shown that f <<f, because of the strong anisotropy of
the phase AJ core, the interaction with intragrain 4 flux-
ons giving rise to the increase of f (H)«H'”? with H.
As a result, the planar defects can become channels for
the preferential motion of vortices.

In Sec. V, the elementary pinning force f calculated in
the previous sections is used to evaluate the low-field
dependence of J,(H) in a network of planar defects. It is
shown that J, strongly depends on the topology of the
pinning network and can be determined by either the lon-
gitudinal component f along flux percolative paths
formed by the grain boundaries, or the perpendicular
component f, averaged over the grain surface. The
crossover between different pinning regimes can give rise
to a nonmonotonic field dependence of J.(H) (the so-
called, “fishtail effect”). In both cases J.(H) depends
weakly on the microscopic properties of planar pins, and
is mostly determined by the geometry of the pinning net-
work, in particular, J, turns out to be inversely propor-
tional to a characteristic grain size, D, at D >>I. It is
shown that the magnetic granularity may arise at large H
due to the overlapping of the AJ phase cores.

In Sec. VI we discuss implications of the obtained re-
sults to some high-J, materials.
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II. TRANSVERSAL PINNING FORCE

A. NJE equations

In this section we derive stationary NJE equations for
the phase distribution @(y,s), induced by the 4 vortex on
the planar defect being at a distance s from the vortex
(Fig. 1). The z component H(x,y) of the magnetic field H
obeys the London equation

2 2
8H+8H

H—\ |
ox ay?

=¢y6(x —s)8(y)+

(
9P D) ¢y
2

4)

where the prime denotes the derivative over y, and the
defect thickness is assumed to be negligible. The last
term in Eq. (4) ensures the well-known boundary condi-
tion on the Josephson contact,'®

gmA? .

Py)=—— ety Uy(x=+0,y)—j,(x=—=0,)], (5
where j, is the component of the current density j paral-
lel to the defect. Indeed, integrating Eq. (4) from x =—0
to x = +0 and using the continuity of H(x,y) at x =0, we
obtain

dH(x=+0) 0JH(x=—0)

-, @
ax dx b0y 0 ©

}"2

Eq. (6) reduces to Eq. (5) after using the Maxwell equa-
tion 0H /dx = —4mj, /c.

Making use of the Green’s function of the London
equation, Eq. (4) can be solved as follows:

b0
H(x,y)= K
(e, 2mA2" 0

Viix—s)+y?
A

21 (1 — )2
Vx +;y u) du

2A2 f ¢( )KO

)

where K(x) is a modified Bessel function, the first term
in the right-hand side is the field of 4 vortex,?® and the
second term describes the influence of the defect. By in-
tegrating Eq. (7) over x and y (see, e.g., Ref. 26), we can
calculate the total magnetic flux ¢ in the form

rp(—w)];b—; . (8)

¢=¢o+[ple)—
Therefore, ¢ equals ¢, for any ¢(y) with @(o)
=@(—o0)=0. If @(y) is a 2wn phase kink for which
@(o0)—@(—ow)==27n, the flux ¢ is quantized:
o=(1%n)d,, where n=1,2, ... .
In order to obtain a self-consistent equation for @(y),
we use the continuity of the normal component j, (x,y)

J

éo
4mA

2
A 1 re
llnz-i-yA +—f_wK0

F,= X

2 2
_‘/_uis_]éﬂdﬁ
du
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FIG. 1.
defect being in the yz plane.
x = —s—1I show the positions of “image "
tex, respectively, (see the text).

Abrikosov (A4) vortex at x =s parallel to the planar
The points at x=—s and
antivortex and vor-

flowing through the planar defect,

¢ 0H

ar =j.sing . 9)
Substituting Eq. (7) into Eq. (9), we arrive at the follow-
ing equation for @(y):

fw ¢'(uK, ly—ul sgn(y*u)——du
—w Iy p
2y Vis24+p2 | A
Vet [ T + , sing 0. (10

Now we calculate the free energy, F=F;+F,, which
consists of the Josephson energy

fij,
2e

Fy=—=[" (1—cosp)dy 11
and the energy of magnetic fields and superconducting
currents around the contact,

i

The magnetic energy F,, can be expressed only in terms
of the phase distribution @(y) along the defect by substi-
tuting (VH)*=div(HVH)— HV?H into Eq. (12). In this
case the integral of div(H VH) reduces to the vanishing in-
tegral over infinite surface enveloping the planar defect,
therefore the integrand in Eq. (12) becomes
[H—A*V2H]H. Replacing then the term [H —A?V2H]

[AAVH)*+H?*)dx dy . (12)

by the right-hand side of Eq. (4), we can write F,, in the
form
_ $oH(s +§,0)
N ey f $HOyy . (13)

Substituting H(0,y) from Eq. (7) into Eq. (13), we finally
obtain

« du
—0 27T

- dv

—w 27

lu—v|

K, x

du Jv

_Q_Q] , (14)
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where the constant y 4, =0.497 takes account of the core
energy.?’” At s>>A the first integral in Eq. (14) vanishes,
and F,, reduces to the sum of magnetic energies of the
noninteracting A vortex and the planar defect, respec-
tively.!” At s <A the A vortex induces a phase distribu-
tion @(y,s) on the defect, with @(y,s) obeying Eq. (10).
Notice that Eq. (10) can also be obtained from the varia-
tional principle 8F /8¢ =0, where F=F;+F, , and F,
and F,, are given by Egs. (11) and (14), respectively. The
above general formulas will be used in the next sections
to calculate @(y,s) and the pinning force f, = —dF /3s.

B. Phase distribution

At s>>I, the vortex screening current j,(s,y) which
flows through the planar defect, is much less than j,.. In
this case the nonlinear term in Eq. (10) can be linearized,
sin ¢=g, and Eq. (10) becomes a linear nonuniform in-
tegral equation which is solved in Appendix A by a
Fourier transformation. This solution shows that at
s >>I the planar defect is transparent for the vortex
screening currents, and @(y) can be obtained by equating
the perpendicular component j,(s,y) in the A vortex to
the linearized Josephson current density j.@ [two last
terms in Eq. (10), respectively]. This yields

V21,2
oy =——2_ Tty (15)
AV s2+yp? A
At y2+s2 << A2, formula (15) takes the form
2yl
(y)=— . (16)
P s2+y?

Equations (15) and (16) correspond to the case ¢(y) <<1
which occurs at s >>I when the planar defect weakly
affects the current distribution around the A4 vortex.
This takes place as long as the perpendicular component
ji~cdy/8m*A%s (Ref. 25) at the contact remains much
smaller than j,, which is equivalent to the condition s >/,
where [ is given by Eq. (2).

At s <, the current distribution changes qualitatively,
since the j,(s,y) at the contact becomes comparable to j..
On the other hand, j,(s,y) cannot exceed j,, therefore the
excess current has to flow parallel to the defect. At s <</,
the current density j(s)~j;&/s circulating around the
vortex by the distance s from the core is much larger than
Je» so the contact behaves as a surface between the super-
conductor and vacuum (see below).

We now consider @(y) at s <</ in more detail, writing
Eq. (10) in the form

1 ro @'(u) 2y 1.
Wf_wy_udu+s2+y2+ls1nq) 0. a7

When deriving Eq. (17) from Eq. (10), we used the fact
that at s <</ the function ¢'(u) sharply decays over
lengths much shorter than A, as will be shown below. In
this case the main contribution to the integral in Eq. (10)
comes from the region |u —y| <<\, which enables one to
replace the Bessel function K,(x) by its expansion at
small argument, K (x)=1/x.

The solution of Eq. (17) should satisfy the condition
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@( 0 )=@(— o )=0 of the conservation of magnetic flux
[see Eq. (8)]. Asshown in Appendix A, the ansatz
— -1_JY -1Y
@(y)=2tan P 2 tan S (18)

gives an asymptotically exact solution of Eq. (17) at
s <<l. Moreover, at s >>I, Eq. (18) reduces to Eq. (16)
when expanding the first arctangent in Eq. (18) in
[/s <<1. Therefore, Eq. (18) provides an interpolation
between the correct asymptotics of @(y) in two limiting
cases s <</ and s >>1/.

Substituting Eq. (18) into Eq. (7) and integrating over
»,%® we obtain the field distribution H(x,y) for
x2+yp? <<A?in the form

¢ 2 2
Hix,y)= o2 ‘y2+(x+s)2
4A y-tH(x—s)
2
O SR R
yot+(x+I1+s)
(19)
2
H(x,p)= ¢°2 2 2c|, x<0, )
4A y +H(x—1I—s)

where C=0.577 is the Euler constant. Equations (19)
and (20) allow a clear geometrical interpretation shown in
Fig. 1. Namely, the field in the half-plane x >0 coincides
with that of the 4 vortex being at x =s, plus the field
from fictitious vortex and antivortex situated at
x=—[—s and x = —s, respectively. Likewise, the field
in the half-plane x <0 coincides with that of a fictitious
vortex being at x =[+s. For such a field configuration
the total magnetic flux ¢ automatically equals ¢, for any
.28

Let us now consider, what happens as the 4 vortex be-
ing at x =s moves toward the Josephson contact. In this
case its antivortex ‘“image” being at x = —s also moves
toward the contact, partly compensating the field of the
A vortex at s <<!I (Figs. 1 and 2). As s becomes of order
&, this vortex-antivortex pair annihilates, and the loga-
rithmic singularity in H(x,y) due to the normal core
disappears. Eventually, there arises the symmetric field
configuration shown in Fig. 2(c) for which H(x,y) in the
half-plane x >0 coincides with that of a fictitious vortex
being at x = — [, whereas the field in the half-plane x <0
is determined by the fictitious vortex situated at x =1. It
is the field distribution which corresponds to the AJ vor-
tex localized on the planar defect.!” The change of j(x,y)
and @(y,s) as the A vortex approaches the Josephson con-
tact is shown in Figs. 2 and 3. Notice that the disappear-
ance of the logarithmic singularity in H(x,y) at s =§ re-
sults in a jumpwise (in the London theory) change of
@(»,s) from the asymmetric distribution ¢(y,s) described
by Eq. (18) to the monotonic ¢(y) described by Eq. (1).
This is due to the fact that such a 4 —AJ vortex transi-
tion occurs at the fixed magnetic flux ¢ =¢,, unlike the
case of a surface between superconductor and vacuum
(j.=0) (Ref. 29) for which the magnetic flux in the vortex
d(s)=[1—exp(—s/A)]p, decreases as it moves toward
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0.5-

-2 -1.5 -1 -0.5 ] 0.5 1 1.5 2

FIG. 2. Successive changes of the current distribution
around the A vortex as it moves toward the planar defect.
Shown are the current lines described by Eqs. (19) and (20) at
s=I(a), s=0.21 (b), and s =0 (c).
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phase

yi

FIG. 3. The phase distributions ¢(y,s) caused by the A4 vor-
tex on the planar defect at s =1 (a), s =0.2/ (b) given by Eq. (18).
The curve (c) corresponds to the AJ vortex (s =0) described by

Eq. (1).

the surface. At j.>O0, the second “image” vortex at
x=—I]—s provides the closure of the transversal
currents j,(y) flowing through the contact on the length
scales of order [ (Fig. 2).

III. TRANSVERSAL PINNING FORCE

To calculate the vortex energy F (s) as a function of the
vortex position s, we substitute Eq. (18) into Egs. (11) and
(14), which yields (see Appendix B)

o |’

As 1
+
41A

= +
F MeHD 25+l V4

, S<<A. (1)

At s =0, the A4 vortex turns into the AJ vortex which en-
ergy is given by!’

b0
4mA

2

ln£+'yAJ

Fp = 1

(22)

with y ,;=0.423. From Egs. (2), (21), and (22), we obtain
the pinning energy F,=F (o )—F ,; which decreases log-
arithmically as j, increases:

b0
4mA

Ja
2 +y
J

c

,, , (23)

p

where y,=0.22. For a uniform sample (j. =j,) the ener-
gy F, must vanish, whereas Eq. (23) gives a nonzero, al-
though relatively small value. This indicates that Eq. (23)
cannot be used at j,. = j,, since the NJE equations based
on the assumption of uniformity of A(r), become invalid
at j.~j,;, when the variation of A(r) about the vortex
core is essential.

As follows from Egs. (21)-(23), there are two charac-
teristic regions £ <<s </ and s ~§, where the interaction
of the A vortex with the planar defect is determined by
qualitatively different mechanisms. At s >>¢£, the defect
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does not affect the normal core of the A vortex which is
attracted to the defect mostly due to the long-range mag-
netic interaction. As the distance s becomes comparable
with £, the normal core turns into the AJ phase core, so
the gain of the condensation energy 6F =F(§)—F,; can
be regarded as the core pinning energy which can be cal-
culated from Egs. (21) and (22) as follows:

2

) (24)

where y,=1+vy ,—yA=1.07. At s>>£, the pinning
force f, = —0F /3s is given by

2
%o
4

12
s(s+1D (25 +1)?

fils)=—1 , (25)

where the first and the second terms in the square brack-
ets result from the magnetic and the Josephson parts of
F, respectively. In two limiting cases, formula (25) yields,

2
fﬂs)‘-# Z‘% | l<<s <A (26)
S
2
fl(s)=—% 71% , E<s<<I . (27)

At s <<[ the interaction force f(s) is independent of j,
and turns out to be equal to the attraction force between
the vortex and the planar sample surface.? This is due to
the fact that at s <</ only a small part of j(r) in the vor-
tex can pass through the contact which -effectively
behaves as a surface with j,=0. In terms of the field
configuration shown in Figs. 1 and 2, the main contribu-
tion to f(s) at s <<I comes from the interaction of the 4
vortex with the nearest image antivortex being at x = —s.
By contrast, at s >>/ the planar defect weakly disturbs
the current flow around the vortex, which results in a
significant drop of the interaction force f(s) as com-
pared to the pure magnetic force (27). At s>/, the con-
tact becomes transparent for j(s,y) induced by the 4 vor-
tex at x =s, and f,(s) can exhibit two different behaviors,
depending on the ratio j./j;. In the nonlocal regime
J) <j.<Jjq, the force f (s) given by Eq. (26) turns out to
be inversely proportional to j. and decreases as 1/s2 at
I <s<A. For s>A, both f,(s)x<exp(—s/A) and @(y,s)
exponentially decrease with s [see Eq. (15)]. In the local
regime, j, < j;, the force f(s) is described by Eq. (27) at
s <A and decreases exponentially with s at s > A. There-
fore the strong magnetic pinning virtually occurs only
within the layer of thickness ~I=~¢£j,/j, around the pla-
nar defect. Notice that although H(x,y) at the planar de-
fect coincides with the field produced by the vortex-
antivortex images shown in Fig. 1, the interaction force
f1(s) is not equal to the force between the A vortex being
at x =s and the image vortex-antivortex pair at x <O.
This is due to the integral term in Eq. (13), unlike the
well-known case of the vortex at the surface between su-
perconductor and vacuum? for which that term van-
ishes.

At s ~&, the pinning force f, =8F /£ is also due to the
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change of the vortex core structure. Using Eq. (24), we
obtain the value of f, which is of the order of the mag-
netic force given by Eq. (27) at s ~ &:

b0 1
4T

fi= Le

£
Therefore f'|(s) is determined by the long-range magnetic
forces at £ <<s </ and by short-range core interaction at

s~E&.

(28)

IV. LONGITUDINAL PINNING FORCE

Pinning force, f , along the planar defect qualitatively
differs from the perpendicular component f |, since for
the homogeneous planar defect f I vanishes, and the
nonzero f results from the pinning of AJ vortices by in-
homogeneities of j.(y) due to variations of thickness or
chemical composition, dislocation network, etc. (see, e.g.,
Refs. 10 and 11). Additionally, an AJ vortex interacts
with pinned neighboring A vortices, which gives rise to a
collective contribution to f|. These components are con-
sidered separately by taking f,=f,+f,, where f, re-
sults from inhomogeneities of j.(r), and f, is due to the
magnetic interaction of the AJ vortex with pinned in-
tragrain A4 fluxons (Fig. 4).

The value f, can be estimated by calculating the
characteristic gain in the core energy 8F; of the AJ vor-
tex as it is moved from a nonuniformity of length ~L
along the planar defect.’®3! For the phase AJ core the
pinning force f(u) is due to a gradient of the Josephson
energy density #j . (y)/e:

fa=—2 =

1
j in?— —u)dy ,
o 3uJ - xjc(y)sm 2<p(y u)dy (29)

where u is a displacement of the vortex center from an
equilibrium pinning position, J. being determined by the
maximum value of f(u). In general, ¢(y) should be cal-
culated self-consistently from Eq. (10) with nonuniform

/ 27N
{ \ T~

I~
@)

o

>
>

AJ
e o - W\\‘
— \ 0
© & )
N ~—
/N 77N
® ( (®
\ < A /
./ N

FIG. 4. Interplay between intragrain A vortices and inter-
grain AJ vortices. The preferential motion of AJ vortices along
the planar defects is prevented by inhomogeneities of j.(r) and
the local energy barriers caused by the fields of pinned neigh-
boring A fluxons.
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J.(y), however here we restrict ourselves to characteristic
limiting cases for which f(u) can be obtained without
solving Eq. (10).

First we consider a smooth inhomogeneity in which
Jj.(y) changes over the length L much larger than the
core size /. In this case ¢(y) is determined by local value
of j.(y) at the vortex center y =u, so one can use Egs. (1)
and (2) in which I(y) changes weakly over the length
~I[lj/(u) <<j.(u)]. Differentiating Eq. (29) and chang-
ing the variable y =y +u, one obtains

=——ﬁ— ® 1 M
flu)y=—— f_wfc(y+u)s1n<p(y) 3y dy

A pe L, . 4] 2y
_—ng_w[]c(u)+y]c(u)](y2—_i_12?dy . (30)
Here the term sing(y)d ¢ /dy was transformed by means
of Eq. (1), and the slowly changing function j.(y) was ex-
panded about the point y =0. The contribution from the
first term in the square brackets in Eq. (30) vanishes, and
the second term gives the force f(u) proportional to the
local gradient j!(u). Performing the integration in Eq.
(30), we finally obtain
ool 9j.(u)
= 31

Sw ¢ Odu G

Now we calculate f(u) for the opposite case of point
inhomogeneity (L <<I) for which one can substitute
Jey+u)=j,,+I86(y+u)in Eq. (30). Here

r=[" U —jwldy =L8j, , (32)

where §j, is a characteristic amplitude of local j_(y) vari-
ations around the mean value j,. Then

dp(u)
ou

We consider here the case of weak inhomogeneity
(L§j, <<1j.o) for which f(u) can be calculated in first or-
der in I <<1. This allows one to neglect the corrections
of order I in @(y) and substitute Eq. (1) into Eq. (33).
This yields the following equation for the vortex displace-
ment u(f) as a function of the driving force f =¢,j /c:

___#il .
flu)= 2% sing(u) (33)

260 [*u

e (12+u2)2 °
The function f(u) attains the maximum at u,, =I/V'3,
so the pinning force f, = f(u,,) is

_ 3V3r¢,
U 4

Therefore, the dependence of f; on the characteristic
size of inhomogeneity L can be summarized as follows.
At small L(L <<]) the force f is proportional to the pa-
rameter I which linearly increases with L [see Eq. (32)].
At large L(L >>1) the value f, is proportional to the gra-
dient j(u)~8j./L, so f, decreases as 1/L. Therefore,
f1(L) is maximum if L becomes of the order of the core
size I.

In general, the pinning potential U(y)=4j.(y)/e may

f= (34)

(35)
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be considered as consisting of different inhomogeneities
with distributions of amplitudes §j., sizes L, and posi-
tions. For a qualitative description of this case, one can
use the above result for single inhomogeneities, if a
characteristic size of inhomogeneities L is much smaller
than I, and the spacing between them is larger than /.
Then AJ vortices virtually interact with isolated inhomo-
geneities for which the pinning force f is proportional to
L [see Egs. (32) and (35)]. Using Eqgs. (2) and (32), one
can write Eq. (35) in the form f,~a(¢,/4mA)L /1%,
where a=3§j./j,, is a dimensionless parameter which
characterizes the degree of inhomogeneity along the pla-
nar defect. Likewise, for L >>1, one obtains from Eq. (31)
that f, ~a(¢,/4mA)?/L is inversely proportional to L.
Both cases L >>/ and L <</ can be described by the in-
terpolation formula

2

b0
47A

L

~a —_—,
/i L2412

(36)

which shows that the force f;(L) attains the maximum
when L becomes of the order of the core size /. In the
case of a wide distribution of L, a mean pinning force
(f,) can be obtained by averaging Eq. (36) with the cor-
responding distribution function G (L).

To calculate the magnetic contribution f,, we suppose
that the vortex structure consists of intragrain A fluxons
having normal cores of radius ~£ and the AJ vortices lo-
calized on the planar defects. The substantial difference
in their core sizes (£ and /, respectively) implies that the
AlJ vortices, in general, are pinned much weaker than 4
fluxons. For example, if both pinning potentials U(r) for
A and AJ vortices vary over the same scale L ~§, the
pinning of A vortices is most effective, while AJ vortices
are pinned much weaker, since their core size / is much
larger than L. Such a mismatch of the U(r) for AJ and 4
fluxons results in a large difference in their elementary
pinning forces f, and f,j, respectively. In particular,
Eq. (36) yields f;~(E/1)*f 4 ~(j./ja)*f 4 <<f 4. How-
ever even if U(r) is optimized for both types of vortices
simultaneously [U,(r) within the grains varies over
lengths ~§&, whereas U ,;(r) varies along the grain boun-
daries over lengths ~/], the force f,; still remains much
smaller than f ,, namely, f;~(j./js)f 4 <<f 4. There-
fore the inequality f,y <<f , holds for most typical situa-
tions, except the special case of weak bulk pinning of 4
fluxons for which f , may be smaller or of order f ;.

Hence it follows, that the longitudinal core pinning of
AlJ fluxons is weaker than that of intragrain 4 fluxons, so
the planar defect can become a channel for the preferen-
tial flux motion.!” This, in turn, gives rise to an addition-
al magnetic pinning of AJ vortices as they are driven
through the strongly pinned A vortices (Fig. 4). We esti-
mate this contribution, f,, to f, for H,<<H <<H,,
where H, and H_, are the lower and upper critical fields,
respectively, and H,~d,/1%. Above H,, the AJ cores
overlap, breaking the phase coherence across the grain
boundary and resulting in the superconducting decou-
pling of the grains. Using Eq. (1), one can write H, in the
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form

2 2

H., . (37)

_ 1 Je
4 Ja
At H < H, the spacing between vortices, a =(¢,/H)'/?,
is larger than /, and the difference between the core struc-
tures of AJ and A vortices does not affect their magnetic
interaction which remains the same as the well-known
A- A vortex interaction.”’ The force f, equals the max-
imum gradient of the vortex magnetic energy along the
defect, f,=—V¢,0H(r)/4m, where S§H(r) is the quasi-
periodic fluctuation of the local field H(r) in the flux-line
structure around the mean value H. Since 6H(y) changes
over the intervortex spacing a, the force f, can be es-
timated as f,~d,(8H?)'"?/4mra, where (8H?) is the
mean-squared dispersion of 8H(r). Then using the for-
mula (8H?)=¢3/167°A* valid for H, <<H <<H,,,*
and combining both contribution f, and f,, we obtain

do
4mA |

167242 .

c

~

aL
L+

— |
fi= +V'H /7, | . (38)

i

As follows from Egs. (27) and (38), there is a substan-
tial difference between the transversal and longitudinal
components f, and f,. For instance, the value f(s) at-
tains the maximum at s =§, where

2 .
max _ Ve | $o | Jado
ST =~ E | 4mA c (39
By contrast,
Ja%o \/_27ra§L —_—
N~= g TVH/Ha |, (40)

where H,,=¢,/2mE%. Hence it follows that at H << H_,,
the inequality f7™* >>f, holds for any L, since [>>§.
The strong anisotropy of f results from the weak-link
properties of the planar defect and takes place for any in-
terface with j. <<j;. Notice that f|(H) increases with H,
the degree of anisotropy f/fT** decreasing as H in-
creases. The field H; above which f| is mostly deter-
mined by the shear flux pinning, can be obtained by
equating two terms in the square brackets in Eq. (38),
which yields
malL*¢,

H NENNEk (41)
The function H (L) attains the maximum H*
=a’p,m/41*=0.8a’H,; at L=1I. Since a<1, the value
H, is always less than the decoupling field H; above
which the AJ phase cores overlap. Here H, decreases as
the parameter =38/, /(j.) decreases and can be much
smaller than H,, especially if L >>/, or L <</. In this
case there is a wide field region H, <<H <<H,, where
fy(H) increases with H as H'/>. Notice that at
H <<H <<Hy, the first term in the square brackets in
Eq. (40) can be neglected, and f becomes independent
of the properties of planar defect.
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V. PINNING IN A RANDOM NETWORK

A. Ciritical current

Now we consider qualitative features of the flux pin-
ning in a network of planar high-j. defects, assuming a
mean grain size D to be much larger than / (Fig. 5). In
this case the grain boundary component of the flux pin-
ning is mostly determined by a small fraction of vortices
being within the effective layer of thickness ~I/=§&j,/j.
bordered the planar defects. At low fields H <H,, the
spacing between fluxons is larger than /, therefore this
pinning layer contains only AJ vortices whose phase
cores do not overlap. Here we consider two characteris-
tic cases shown in Fig. 5, namely a system of mutually
connected grains (A4) and a random network of planar de-
fects (B) which may model the a-Ti ribbons in optimized
Nb-Ti.!

In this paper we restrict ourselves to the more clear
two-dimensional (2D) case which pertains to thin films in
transversal field, optimized Nb-Ti with a-Ti ribbons
parallel to H, or layered HTS’s (especially Bi or Tl-based
HTS’s) if H is parallel to the c axis, etc. As follows from
the above results, each planar defect in Fig. 5, acts as a
strong pin in the direction perpendicular to its plane,
whereas the longitudinal pinning force f is much smaller
than f,. If the defect concentration exceeds the percola-
tion threshold, the network can provide channels for the

(A)

FIG. 5. Examples of the 2D pinning networks: structure of
mutually connected grain boundaries (a), random network of
planar defects (b). Bold lines show the defects which form the
percolative channels for the preferential motion of AJ vortices.
Thin lines in (b) correspond to the “dead ends” and isolated de-
fects which do not belong to the percolation paths.
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preferential motion of AJ vortices along continuous paths
which connect the opposite sides of the sample. In the
case shown in Fig. 5(a), these paths just comprise the
whole grain-boundary surface. For the random network
shown in Fig. 5(b), the situation is more comghcated.
Indeed, as known from the percolation theory,” such a
network has a very complex topological structure, mostly
consisting of isolated defects or the defects which are
connected to the net, but do not belong to the percolative
paths. These so-called “dead ends”?® do not contribute
to the percolative flux motion, but rather act as addition-
al pinning centers for vortices being between the flux
channels. As a result, J, can be limited by the percola-
tive channels with minimum f. Notice that the flux
channels caused by local shear distortions in the vortex
structure have been discussed in the literature.33~%
However, unlike the weakly pinned single rows of AJ
vortices discussed in this paper, those channels of local
plastic flux flow were considered without taking account
of the change of the core structure at the planar defects.
Similar channels have also been discovered in the 2D
computer simulations of A vortices pinned by randomly
distributed point defects’® and J vortices in disordered
Josephson junction arrays.** The 3D network does not
allow the clear geometrical interpretation shown in Fig.
5, since now each vortex crosses several grains, and the
percolative motion of vortex segments along randomly
oriented planar defects can require strong tilt distortions
of flux lines.*>*!

We consider here two characteristic regimes for which
J, is limited by the parallel and perpendicular com-
ponents of f, respectively. The first one corresponds to
the strong intragrain pinning (U, >>U,;) for which the
AJ vortices on the planar defects are pinned much weak-
er than the intragrain A vortices owing to the large
difference in their core sizes and the mismatch of inter-
and intragrain pinning potentials. As a result, J, is deter-
mined by weakly pinned AJ vortex rows along the per-
colative paths. The critical current density, J. can be ob-
tained from the balance of the Lorentz and pinning
forces, ¢o/./c ~Gf, where f is given by Eq. (38), and
G ~ 1 is a geometrical factor which depends on the shape
of the vortex channel and its orientations with respect to
the current direction. Hence,

J.H)=[1+VH/H)J,, H,<<H<H, (42)
C¢0aLG

Jog—————— . 43)

O 16mAXL2+12) (

The characteristic feature of this case is the increase of
J.(H) with H due to the magnetic forces caused by
strongly pinned intragrain A vortices. At H > H; this
mechanism dominates, and J.(H) becomes independent
of the properties of planar defects:

GV ¢oH
PPIV;TY)

The amplitude J, is independent of j. at L >>/ and pro-
portional to 1/12« j? at L <<l.
For the random network shown in Fig. 5(b), only a

(44)
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small part of defects belongs to the percolative path, and
the AJ vortices localized on isolated defects or ‘“‘dead
ends” do not affect the macroscopic J.. Those parts of
the pinning network give rise to an additional pinning of
A vortices in the directions perpendicular to the planar
defects. Furthermore, AJ vortices can be depinned from
the edges of planar defects and thereby turned into in-
tragrain A4 vortices. This requires the depinning force
fi=f1+f2, where f;~¢yj./c=($y/4mA)?/l, and
f2~¢o{(8H?)!"2 /47ra. However, such a process only re-
sults in a local flux redistribution at the defect edges,
since the A vortex depinned from the defect edge experi-
ences much stronger bulk pinning than the AJ vortices
on the percolative path.

Now we discuss the opposite case of weak intragrain
pinning for which J, is mostly due to flux pinning by
grain boundaries. For the sake of simplicity we do not
consider here the random network, restricting ourselves
to the more clear case shown in Fig. 5(a) for which the to-
tal Lorentz force f;, ~D2J,H /c acting on the unit length
of A fluxons within the grain of size D, is to be balanced
by the pinning force f integrated over the total surface of
grain boundary. Since f is highly anisotropic with
respect to J, we can neglect the small parallel component
S as compared to f, and calculate the total pinning
force per grain, f,, by averaging the transversal elemen-
tary pinning force f®* over the grain surface S,

172

| § cosolrids (45)

%o

where (H /¢0)1/ 2 is the linear density of AJ vortices, and
6(r) is the angle between the direction of the Lorentz
force and the local normal to the grain-boundary surface.
The parallel components of f are to be balanced by shear
stresses in the vortex structure. Equating f, to Lorentz
force f; =HVJ /c acting on the vortices within the grain
of volume ¥, we obtain J, in the form

fr=

cho¥ £
= /H /H , (46)
c 16 11’2 )\,2 g D ‘/¢0 ] d \/ c2
where the effective grain size D is determined by
1_1
5= $ cosblras . (47

Here J, is inversely proportional to D and behaves as
H ™2 at H <<H,_,, which is characteristic for the grain-
boundary pinning.>* The 1/D dependence of J, holds
as long as D >[. Notice that due to the presence of cos@
in Eq. (47), the length D depends on both the grain shape,
and the orientation of J. In particular, for a thin rec-
tangular grain of width D, and of thickness D, <<D,,
the value D equals either D, or D,, if J flows parallel or
perpendicular to the smallest grain side, respectively.
Therefore, the relationship between the intra- and in-
tergrain pinning forces can significantly affect the field
dependence of J,. In the case of weak intragrain pinning,
J.(H) is determined by the transversal component f, and
monotonically decreases with H. By contrast, if the in-
tragrain pinning dominates, J, is mostly determined by
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weakly pinned AJ vortices along the percolation paths
formed by the grain boundaries for which f(H) in-
creases with H. This can give rise to a nonmonotonic
field dependence of J,(H): at small H, J.(H) increases up
to the field above which the J, determined by pinning
along the planar defects becomes comparable with J,. due
to bulk intragrain pinning. At higher fields, H > H, the
planar defects cease to be the easy flux-flow channels, and
J. is determined by the collective intragrain pinning
which gives rise to a decrease of J,(H) with H. The ap-
pearance of such a nonmonotonic dependence of J.(H)
due to a crossover between these two pinning mecha-
nisms is shown in Fig. 6.

B. Magnetic granularity

As was mentioned in the Introduction, flux pinning
determines J, provided that j, >J_, so the pinning struc-
ture does not block the current flow. Otherwise the
current-carrying capacity is limited by j. of planar de-
fects, since at j. <J. only a small part of the supercon-
ducting currents circulating within grains can pass
through the grain boundaries. This gives rise to the mag-
netic granularity (MG) due to the appearance of in-
tragrain current loops.

In certain regions of T and H, the MG can occur even
for high-j. planar defects if J, and j. strongly depend on
T and H. As a model of the high-j, defects, we consider
strongly proximity coupled S-N-S Josephson contacts
for which the exponential field dependence j,
=jo.exp(—H /H,) was observed.* * Here H, is a
characteristic decoupling field which depends on the pa-
rameters of the normal layer and increases as the thick-

c(H) (arb. units)
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FIG. 6. A mechanism of the nonmonotonic field dependence
of J.(H) due to the crossover between the inter- and intragrain
pinning mechanisms. At small H, the value of J, is limited by
the weak pinning of AJ vortices along the percolative channels
[dashed curve described by Eq. (42)]. In the high-field region
the limiting mechanism becomes the collective bulk pinning
(dot-dashed curve obtained without account of the percolation
effects).
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ness of the contact d decreases. The amplitude
Jo=Jmexp(—d /&,) strongly depends on both d and T as
well, where the §, =#v, /2wky T is the proximity length,
and v is the Fermi velocity*’ (we consider here the clean
limit /; > &,, where [; is the electron mean free path). In
this case the MG condition j.(T,H)<J.(T,H) can be
written as follows:

+—>In— . (48)

Here T, =#vy/2mwkgd is a decoupling temperature. As
seen from Eq. (48), the MG tends to arise at high T and
H, the details of temperature and field dependences of J,
manifesting themselves only via the logarithmic term in
Eq. (48) weakly affecting MG condition.

A similar situation may occur at low H as well, for ex-
ample, if the grain-boundary pinning dominates and
J.(H)<H '? [see Eq. (46)]. Then the inequality
J.(H)> j, holds if

H,
H<H;=—5———, (49)
In%(BD /1)

where B~ 1. At D /l=10-100, the value H, can be com-
parable to H,, for typical type-II high-J, superconduc-
tors such as Nb-Ti (k =40), etc.

Notice that the nonmonotonic dependence of J.(H)
shown in Fig. 6 could also be regarded as a manifestation
of MG. Indeed, the interpretation of this regime pro-
posed in this paper implies a strong intragrain pinning at
low fields, whereas J. is mostly determined by much
weaker pinning of AJ vortices along the percolative paths
formed by planar defects. This can give rise to the ap-
pearance of closed current loops within the grains, where
the local critical current densities can be larger than the
macroscopic J,.

VI. DISCUSSION

In this paper we consider flux pinning by planar high-
J. defects with j. >J. which do not cause a pronounced
MG, but rather play the role of “hidden” weak links
which qualitatively change the normal cores of A4 flux-
ons. We calculated the elementary pinning force f(s) due
to interaction of A vortices with high-j. planar Joseph-
son contacts. The maximum in the transversal com-
ponent f(s) corresponds to s =& when the intragrain A
vortex with normal core turns into the intergrain AJ vor-
tex with the phase core which is a 27 phase kink of
length [ >>¢& along the contact and of width ~£ in the
transversal direction. Such an anisotropy of the phase AJ
core manifests itself in a strong anisotropy of f(s) with
respect to the orientation of J to the contact plane, the
maximum and the minimum in f corresponding to J
parallel and perpendicular to the contact, respectively.
This can give rise to percolative channels for preferential
motion of AJ vortices which determine J, in the 2D case.
The pinning force f| along the percolative path is deter-
mined by both local inhomogeneities of j.(r) of planar de-
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fects and the magnetic interaction of AJ vortices with
strongly pinned intragrain A vortices. The second con-
tribution results in the increase of f < H'/?at H > H,.

Notice that our conclusion on the reduced flux pinning
along planar defects was made by means of the analysis
of the elementary pinning forces taking account of nei-
ther elastic properties of fluxons, nor thermal fluctuations
of vortex positions. For instance, in the collective pin-
ning model,*’ strong thermal fluctuations could increase
J. parallel to the planar defects, which may pertain to the
observed decrease of the resistivity along twins in
HTS’s.””® On the other hand, direct magneto-optical im-
ages of the flux penetration into HTS single crystals*®*’
have shown a preferential vortex motion along twins,
which is consistent with our result on the reduced longi-
tudinal pinning force f as compared to f,. A possible
explanation of this apparent contradiction may be due to
the fact that those opposite behaviors correspond to
different regions of T and B, namely the magneto-optic
experiments were done at low T and B, well below the ir-
reversibility line, whereas the resistive measurements
were performed at high T and B, above the irreversibility
line. For instance, in the model proposed in this paper,
the flux channels exist only at low fields and tempera-
tures, where J, is due to the single-vortex pinning along
the planar defects, and thermal fluctuations are negligible
(see Fig. 6). However, the increase of f with H gives rise
to a crossover from the single-vortex to collective pinning
regime at higher T and H for which J, is determined by
both intragrain bulk pinning and the averaged transversal
component f,. In this case J, along the twins may be-
come larger than the macroscopic J. due to the dimen-
sional suppression of thermal fluctuations of AJ vortices
on the planar defects as compared to the intragrain A
vortices.** This also correlates with magneto-optic mea-
surements on twinned and detwinned YBa,Cu;0; single
crystals*® which do show a significant increase of contri-
bution of twins to J, above 45 K.

Planar high-j, crystalline defects can provide strong
transversal flux pinning resulting in J, which depends
weakly on the properties of the pins in the absence of
magnetic granularity (j. >J.). At the same time, the to-
pology of the pinning network can play a very important
role, because J. can be limited by the shear flux pinning
along the percolative paths formed by a small fraction of
defects. Here the increase of the longitudinal pinning
force f, can result in the nonmonotonic dependence
J.(B) due to a crossover between inter- and intragrain
pinning mechanisms (Fig. 6). This may pertain to the
nonmonotonic field dependence of J.(H) observed both
on LTS’s (Refs. 49 and 50) and HTS’s (Refs. 14, and
51-58) (the so-called “fishtail” effect), which has been in-
terpreted in the literature in terms of a field-induced
decoupling of superconducting grains,®*~>? percolation
effects,>®>° flux creep,’® > dimensional crossover in the
collective pinning model,” etc. It should be emphasized
that the value J,. given by Eqgs. (44) at H >>H_ turns out
to be independent of the microscopic parameters of pla-
nar defects which only provide the channels for the pref-
erential flux motion. Therefore, the increase of J.(H)
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with H may occur for any percolative network of weakly
pinned single-vortex rows, in particular, for the “grain
boundaries” in the 2D flux-line lattice caused by random-
ly distributed point pinning centers studied numerically
in Ref. 38. Another distinctive feature is the inverse
dependence of J. on the characteristic grain size, D. The
dependence J, < 1/D is characteristic for the pinning due
to grain boundaries*® and was observed, for example, in
Nb,Sn (Ref. 2) and Chevrel phases.**

In the case of strong grain-boundary pinning, J_.(b)
displays the characteristic low-field dependence
J.(b) < b~/ which is specific for flux pinning by planar
defects.’® Such a behavior is consistent with the depen-
dence J,(b)=Jyb " /%(1—b)? often observed on both
LTS’s (Refs. 30 and 60) and HTS’s, in particular, on
YBa,Cu,;0,,%! Bi,Sr,CaCu,0,,%% Bi,Sr,Ca,Cu;0,,*
HgBa,CuO,, ,,% where 1<B<2, b=B/B,, and B,(T)
is the irreversibility field. However, at high fields H > H,
the critical current may be determined by j, of the pin-
ning network rather than the flux pinning. Such a granu-
larity transition can manifest itself in the change of J (H)
dependences above the decoupling field H,. For instance,
in the case of proximity-coupled normal layers for which
J.=Jjmexp(—H /H,), this can give rise to an exponential
field dependence of J.(H) at H>H,. A similar depen-
dence of J.(H) was indeed observed on optimized Nb-Ti
superconductors with artificial pinning centers.®

The preferential vortex motion along the percolative
network can also strongly affect flux dynamics and
current-voltage characteristics,!”3°"% changing the
dependence of the flux creep rate on T and H as com-
pared to the uniform flux motion. In particular, this can
result in the increase of the apparent flux-creep activation
energy with temperature due to the change of the
effective number of percolative channels with T3¢
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APPENDIX A: SOLUTION OF EQ. (10)

We first consider the case s >>I. Then sing =~¢, and
Eq. (10) becomes

e s
2y Visity?
= —_— Al)
AV s2+y? A (

Equation (A1) can be solved by the Fourier transforma-
tion, which yields (see, e.g., Ref. 26)
k2 o= 2midexp[ —sVk2+A"?]
VI+kA2 , VI+kA2 ’
(A2)

where ¢, is the Fourier transform of ¢(y), and B=A/L.
Performing the inverse Fourier transformation of ¢y, one

+B
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can present @(y) in the form

f°° g sin(gp)exp[ — (s /A)V 1+4¢°]dgq
g*+BV 1+42

with p=y /A and ¢ =kA. At s <<A, the main contribu-
tion to the integral (A3) comes from g >> 1, therefore one
can replace (1+¢2)!"2=|q| and express Eq. (A3) via the
exponential integral function Ei(z) (Ref. 26) as follows:

(A3)

(s —iy)

(s—iy)El. :

] (A4)

@(y)=—2Imexp

The condition @(y,s)<<1 is equivalent to s >>/, so we
should use the asymptotic expansion of FEi(—z)
=exp(—z)[1+1/z+ --- ] at [z| >>1.%° Then Eq. (A4)
reduces to Eq. (16). On the other hand, in the nonlocal
regime (B=A/I >>1) one can neglect the term g? in the
denominator of Eq. (A3), which, according to Eq. (A2),
is equivalent to the neglecting of the integral in Eq. (A1).
Then the evaluation of the integral in Eq. (A3) (Ref. 26)
results in Eq. (15).

Now we consider the case s <</ and look for the solu-
tion of Eq. (17) in the form

p(n)=2tan"'an—2tan "'y, (AS)
where 7=y /s, and a is a constant to be found. Then
. 29(1—a) 1 a
sing = — . (A6)
¢ l+a 1+7*  1+a’y?

Substituting Egs. (A5) and (A6) into Eq. (17), and making
use of the identity

[rod a
(1+x )(y x) 1+y

we can reduce the integral equation (17) to the following
algebraic form:
20’y 27 n 2y

1+a?y?  1+92  1+9?
where e=s /I, and sing is given by Eq. (A6). If one takes
a=g¢, the ansatz (A5) cancels the leading terms propor-
tional to 7/(1+7% and na?/(1+a?p? in Eq. (A8), while
small terms of higher order in € remain [although the first
term in Eq. (A8) is formally proportional to €2, the small
parameter € cancels at 77 >>1/¢, and all the leading terms
decrease as 1/7m]. Therefore, Eq. (A5) is an asymptotical-
ly exact solution of Eq. (17) at e—0, so at € << 1 the func-
tion @(y) can be expanded in a power series of €. The
next iteration can be written in the form ¢=¢,+¢,,
where @, is given by Eq. (A5), and ¢, is a small correc-
tion of order € which comes from the terms en/(1+7?
and n€e*/(1+a’*p?) in Eq. (A8). To calculate ¢,, we
linearize Eq. (17) in ¢, and obtain the following equation,
written with the linear accuracy in &:

+esing=0, (A8)

R T A
=2me >~ 75 | (A9)

—w N 1+7 1+a'n

a=g—¢?. (A10)
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According to Eq. (A7), Eq. (A9) has the solution
@,=2¢(tan” 'p—tan ™ 'an), therefore

@=2(1—¢)(tan"'an—tan"!y) . (A11)

In terms of the vortex-antivortex analogy shown in Fig.
1, the factor (1—e€) in Eq. (A11) results in the smaller
magnetic flux ¢=(1—e€)d, of image vortices as compared
to ¢, [see Eq. (8)].

The above iteration scheme enables one to calculate
the higher-order corrections @(y)=@(y)+@(y)+@,(y)
+ -+, where ¢,(y) < €" <<1. This procedure, however,
is quite cumbersome, so we propose here a simple inter-
polation formula for ¢(y) which gives the correct asymp-
totics of the solution of the nonlinear Eq. (10) in two lim-

iting cases s <<! and s >>I, respectively. This can be
done if one takes a=¢/(1+¢), or
S
a= . (A12)

I +s

In this case Eq. (A5) not only is a solution of Eq. (17) at
s <</, but also reduces to another exact asymptotics (16)
at s >>1, after expanding tan ![ne/(1+¢€)] in a power
series in 1/e. This approach also reproduces Eq. (A10) at
€ << 1, but does not account for the small difference be-
tween ¢ and ¢, which does not affect the qualitative inter-
pretation of /| given in the text, since the total magnetic
flux ¢ remains equal to ¢,.

APPENDIX B: CALCULATION OF F(s)

We calculate F,, by substituting Eqgs. (18)-(20) into Eq.
(13), in which the integral term can be transformed by
means of the identity:

12
ooln(a-f—bxz) 1/2 b
x=—=1In |a " "*+ . (BD
fD c+dx? \/c d ‘
Then we obtain after some algebra
12
éo As
F = + N B2
m k| |V s+DE T4 (B2)

where the constant y , =0.497 is chosen in such a way
that at s >>I, Eq. (B2) would give the line energy of the 4
fluxon with the account of the core energy.?’

To calculate the Josephson energy F;, we first calculate
the quantity 1—cose, where @(y) is given by Eq. (18).
This yields

21 (I+s)? 52
l—cosp= — (B3)
T T2 (I+s)P+p?  s2+y2
Substituting Eq. (B3) into Eq. (11), one obtains
do ’ /
F;= .
! 4mA | 2s +I (B4)

By adding Eqgs. (B3) and (B4), we arrive at Eq. (21).
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FIG. 2. Successive changes of the current distribution
around the A4 vortex as it moves toward the planar defect.
Shown are the current lines described by Egs. (19) and (20) at
s=1I(a),s=0.2/ (b), and s =0 (c).



