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Molecular-dynamics computer simulations of collision cascades in intermetallic Cu3Au, Ni3Al, and
NiA1 have been performed to study the nature of the disordering processes in the collision cascade. The
choice of these systems was suggested by the quite accurate description of the thermodynamic properties
obtained using embedded-atom-type potentials. Since melting occurs in the core of the cascades, in-

teresting effects appear as a result of the superposition of the loss (and subsequent recovery) of the crys-
talline order and the evolution of the chemical order, both processes being developed on difFerent time
scales. In our previous simulations on Ni, Al and Cu3Au [T. Diaz de la Rubia, A. Caro, and M. Spaczer,
Phys. Rev. B 47, 11483 (1993)]we found a significant difference between the time evolution of the chemi-
cal short-range order (SRO) and the crystalline order in the cascade core for both alloys, namely the
complete loss of the crystalline structure but only partial chemical disordering. Recent computer simu-

lations in NiA1 show the same phenomena. To understand these features we study the liquid phase of
these three alloys and present simulation results concerning the dynamical melting of small samples, ex-

amining the atomic mobility, the relaxation time, and the saturation value of the chemical short-range
order. An analytic model for the time evolution of the SRO is given.

I. INTRODUCTION

It is well established that irradiation of ordered in-
termetallic compounds may induce disordering or
amorphization depending on the projectile characteris-
tics, irradiation conditions, and composition of the tar-
get. Electron, self-ion, and light-ion irradiations of
Cu3Au at low temperatures induce disorder. In the Ni-Al
system, electron irradiation at low temperatures com-
pletely disorders Ni3A1, and partially disorders NiA1.
However, at the same temperature, heavy-ion irradiation
induced amorphization both in Ni3A1 and NiAl, while

light-ion irradiation will only produce partial amorphiza-
tion or partial chemical disordering.

To give a microscopic view of these features, we re-
ported in previous publications ' molecular dynamics
computer simulations applied to two intermetallic com-
pounds, namely, Ni3A1 and Cu3Au, studying the displace-
ment cascades created by energetic recoils. These two
compounds were chosen because (i) they have the same
crystalline structure (L12) but different order-disorder
behavior (Cu3Au has an order-disorder transition at
0.55T, while Ni3A1 remains ordered up to the melting
point), (ii) embedded atom potentials work very well for
the constituent species and can also reproduce the main

features of the phase diagrams, (iii) as indicated above,
extended irradiation experimental results are available.

The previous simulations showed a signiScant
difference between the evolution of the short-range order
(SRO) and the crystalline order parameters in both L12
intermetallics: a complete loss of the crystalline struc-
ture, and only a partial chemical disorder in the core of
the cascade. Recent simulations with 5-keV Ni primary
knock-out atoms (PKA) in NiA1 (B2 structure) result in a
very similar behavior of these two parameters compared
with the I.12 structures. The minimum value of the
short-range order parameter in the cascade core reached
during the lifetime of the heat spike is about 0.53 in NiA1
(the corresponding values are 0.68 and 0.48 in Ni3A1 and

Cu3Au, respectively) and the crystalline order parameter
reaches zero at 0.2 psec after the cascade starts.

II. SIMULATION METHODS

Extended computer simulations are employed to deter-
mine the equilibrium thermodynamic and static point de-
fect properties of the three alloys as well as the time evo-
lution of the order parameters during the dynamical
melting. These include molecular dynamics and Monte
Carlo techniques.
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The cascade simulations were performed in lattices
containing a large number of atoms (157216 for the L lz
alloys and 109744 for NiA1) with periodic boundaries at
constant volume. Small lattices (256, 864, or 2048 atoms
for the L lz alloys and 432 or 1024 atoms for NiA1) with
5% randomly distributed vacancies were created for the
dynamical melting calculations. The constant stress
method of Parrinello and Rahman ' was used for con-
trolling the motion of the periodic boundaries. For the
static point-defect properties and Monte Carlo calcula-
tions the same small samples were used but without va-
cancies. The reasons to introduce 5% vacancies are that
(i) without vacancies an infinite perfect lattice would be
simulated, which is unrealistic from the viewpoint of the
melting temperature and (ii) the amount of vacancies
used represents the change in volume under melting.

The embedded atom potentials reported in Refs. 11
and 12 reproduce fairly well the equilibrium thermo-
dynamic properties, i.e., cohesive energy, lattice constant,
bulk modulus of the Cu-Au and Ni-Al systems, and the
most important features of the phase diagram. It has also
been shown that the embedded atom method (EAM) can
describe the liquid phase of some transition metals such
as Ni, Cu, and Au in good agreement with the experi-
mental data. ' Monte Carlo simulations with very small
samples (256 and 432 atoms for the L lz and B2 struc-
tures, respectively) with up to 1000000 steps result in an
order-disorder transition in Cu3Au at around 330+40 K,
and melting at 1410+60 K (experimental values are 663
and 1213 K). For Ni3A1 the corresponding temperatures
are —1290%50 K and 1790%50 K (experiments give 1668
K for both). The NiA1 lattice melts in the ordered phase
at 1600+40 K (measured value is 1911 K). Short-time
molecular-dynamics simulations cannot predict the
order-disorder transition and result in values of the melt-
ing temperatures of the ordered phases at -1670+40,
1100+70 and 1600+30 K in Ni3A1, Cu3Au and NiAl, re-
spectively. The aim of this work is to give a microscopic
explanation of the behavior of the chemical short-range
order during the cascade quenching based on the liquid
phase properties of these three alloys.

III. RESULTS AND DISCUSSION

A. Elementary point detect properties

The elementary point-defect properties of the two I- lz
intermetallics were already calculated in Refs. 7, 12, and

14, with the same type of EAM potentials used in this
work for Cu3Au and Ni3Al, respectively, and in Ref. 15
with different EAM potentials for Ni3A1. In this work we

extend those studies to include also the NiAl case. In
Table I we report some thermodynamic properties pre-
dicted by the EAM potentials, i.e., the heating of melting

(EHI,&, ), heat of disordering (hH, z), formation enthal-

py of the ordered and disordered phases (EHf"a"'d and
EHf' ' "' ), respectively, and summarize the formation
enthalpies (in eV) and formation volumes (in Qo in units,
where QQ is the volume per atom in a 0-K equilibrium
lattice) of vacancies, antisites and several interstitial

where E(N+l, defect) is the energy of the system of N
lattice sites containing N+1 atoms and the defect [here
the (+) sign stands for interstitials and the ( —) sign for
vacancies]. Eo(N) denotes the energy of the equilibrated
perfect crystal containing N atoms. The choice of a refer-
ence state in the case of alloy calculations is not well
defined. " The choice made in our definition Eq. (1) is
further justified in the discussion that follows. The
definition of the defect formation energy for vacancies in
binary alloys according to Refs. 12 and 15 is

EfA=EE A+PA (2)

where hE " is the difference in energy between the ideal
lattice and the lattice with one vacancy on the A sublat-
tice (defect energy) and p„ is the chemical potential for
type- A atoms.

Our molecular dynamics simulations on the static
point defect properties were performed at fixed number
of atoms and temperature, while the pressure was con-
trolled by the Parrinello-Rahman method. ' This im-

plies an isothermal-isobaric ensemble where the chemical
potential p „ is

(3)

Because of the definition of the defect energy (hE "},it
is clear that

bE "=E(N —l, v~) —Eo .

Comparing Eq. (1) with Eq. (2), it is easy to see that the
chemical potential of the type-A atoms (p„)corresponds
to E (N —l, v „)/(N —1) in our calculation. At zero tem-

perature and pressure the internal energy of the system is
equal to the Gibbs free energy (6 =E —TS +p V) regard-
less of small fluctuations. By using the correspondence

E(N —l, v„)
Pa~

we have made nothing else than approximate a derivative
given by Eq. (3} by the difference in the range of
[O,N —1]. This approximation is precise if the variation
of the internal energy with the number of atoms is not far
from linear at zero temperature and pressure and also if
the fluctuations in the energy are small. %e assumed
that in our simulated system these conditions are valid.
In order to verify these assumptions we have compared
our simulation results performed in three different sizes
of samples (256, 864, and 6912 atoms) with the calcula-

configurations. The disordered state of the alloys was
created with random occupation of the lattice sites by the
different types of atoms in such a way that the composi-
tion of the sample was preserved. Three different random
configurations were averaged for all of the examined in-
termetallics. The definition of the defect formation ener-

gy used by us is the following:

Ed'f"'= E (Nk 1 defect } E—(N)f Q
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tion presented in Ref. [12] on Ni3A1, where the vacancy
formation energies were calculated with a grand-
canonical ensemble and the formation energies were
given by Eq. (2). The defect energies for the Ni vacancy
are 6.096, 6.104, 6.100, and 6.10 for N=6912, 864, 256
atoms, and in Ref. 12, respectively. The formation ener-
gies of a Ni vacancy are 1.468, 1.477, 1.476, and 1.47, re-
spectively. The agreement for the defect energy and the
formation energy of the Al vacancy is also very good.
The formation volumes were calculated on the same way.

According to Table I we Snd a considerable difference
between the antisite formation energies in the Cu-Au and
Ni-Al systems (0.026 eV/atom in Cu3Au, 1.30 and 2.26
eV/atom in Ni3Al and NiA1, respectively). We also ob-
serve the following interesting behavior in the energetics
of the several self-interstitials that may exist in these
structures. If we sort the interstitials by increasing for-
mation enthalpy, we observe one of these two alterna-
tives: (i) the chemical nature of the interstitial determines
which are those energetically preferred to (ii) the location
of the defect is more important than its type to determine
the enthalpy. In Ni3A1 and Cu3Au the interstitials with

lowest formation enthalpy are always in the X-type layers
(the layers which contain only Ni or Cu atoms), while in
NiA1 the defects with the lowest formation enthalpy are
always Ni interstitials, regardless of the layer in which
they are located. It also happens in Ni3A1 that at a given
layer, the Ni interstitials have lower formation enthalpy
than the Al ones. This is not the case in Cu3Au, where in

the M-type layer (M means mixed layer, which contains
50-50% of the constituent, according to the notation of
Ref. 15), the Cu interstitials have lower formation enthal-

py, while in the X layer the sequence is just the opposite.
This is one possible reason to explain the different disor-
dering energies of these two alloys.

B. Dynamical melting simulations

%e use molecular dynamics to follow the order param-
eters during a simulation of ultrafast melting of a small
sample. A heat pulse is created by scaling the velocities
at t=O with several initial temperatures between 3500
and 14000 K in the samples containing 5% vacancies
with constant energy and mobile boundary conditions.

TABLE I. Some simulated thermodynamical data and the point-defect properties of Ni3Al, Cu3Au, and NiAl. Units are eV/atom.
T" is the melting temperature given by the respective technique. t1 marks Ni atoms in the two Ni-Al systems and Cu atoms in

Cu3Au, while t2 stands for Al and Au atoms, respectively.

Defect
properties AEf

Caro et al. '
Ni3Al

EVf

Bacon et al.
Ni, Al

Ef 5Vf EEf

This work'
Ni3Al

EVf

This work'
Cu3AQ

Ef 6Vf

This work
NiAl

AEf b Vf

Vacancy
Vacancy
Antisite
Antisite
Antisite
Octahedral
Octahedral
Octahedral
Octahedral
Dumbell
Dumbell
Dumbell
Dumbell
Dumbell
Dumbell

t1
t2
t lr2

t2, l

Pair
t1 (N)
t1 (M)
t2 (N)
t2 (M)
t1-t1f (N)
t1-t1 (M)
t2-t2' (M)
t1-t2' (N)
t 1-t2' (M)
t1'-t2 (M)

1.47
1.91
0.54
0.58

3.77
4.97
4.54
6.S3
3.63
4.67
6.22
445
6.21
4.89

0.96
0.83
0.35
0.35

0.47
1.11
0.87
1.53
0.67
0.85
1.38
1.00
1.59
1.11

1.42
1.65
0.31
1.02

3.65
5.11
3.94

e
3.55
4.80
5.92

g
5.83
4.87

0.87
0.7S

—0.06
0.31

0.89
1.20
0.97

0.67
0.65
1.44

1.04
1.11

1.47
1.92
0.54
0.58
1.30
3.77
4.98
4.55
6.53
3.62
4.67
6.20
4.4S

h

4.88

1.14
1.01
0
0.06
0.0

—0.67
—0.53
—0.51
—0.11

0.84
1.16
1.72
1.25

1.28

0.82
1.87
0.66

—0.40
0.26
1.32
3.08
1.03
3.36
1.23
2.83
3.22
1.08
2.94
2.98

0.63
0.40

—0.43
0.376
0.0
0.046
0.55
0.524
1.192
0.039
0.49
1.127
0.508
1.039
0.54

1.64
1.07

—0.22
2.12
2.26
4.70
4.49
6.92
6.97
4.49

No
6.93
6.34

No
4.69

1.80
1.38
0.0
0.22
0.0

—0.58
—0.60
—0.50
—0.46

0.32
No

—0.26
0.3].

No
—0.66

Thermodynamic properties

hH, &, at T"
EH, l, at T"
EHod at 0 K

Hordered at 0f
gHdisordered at 0f

Technique

Monte Carlo
Mo1ecu1ar dynamics
Energy minimization
Energy minimization
Energy minimization

Ni3Al

0.169
0.152
0.103

—0.396
—0.293

Cu3Au

0.089
0.053
0.024

—0.051
—0.027

NiAl

0.222
0.153
0.197

—0.488
—0.291

'5324 atoms.
4000 atoms.

'864 atoms.
1024 atoms.

'Convert to t2-t2 (M) dumbell.
'Extra atom.
~Convert to t2 (N) octahedral.
"Convert to t1-t1 (M) dumbell with EEf =5.02 eV and 5Vf = 1.61 Qo.
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The time averages calculated between 4 and 5 psec for
the L12 alloys and between 2.5 and 3 psec for NiA1 give
the final values for the temperature, volume, and energy
of the sample that undergoes a fast-melting transition and
also give the saturation value (S~, ) of the short-range or-
der parameter and the coordination number in the first-
neighbor shell, while from the time evolution of these pa-
rameters we can determine the relation time (~) of SRO.
In Fig. 1 we plot the short-range order parameter [which
will be defined in the next section by Eq. (5)], the crystal-
line order parameter (for a definition, see, e.g., Ref. 7},
and the temperature as a function of time to show a typi-
cal response of these quantities to the heat pulse.

hH,
S~,( T)=Soexp (4)

where the two parameters So and ~, are determined
from the simulations. Five events were performed in the
two Ni-Al intermetallics, up to 3 and 5 psec in NiAl and
Ni3A1, respectively. In the case of Cu3Au nine simula-
tions were made in samples containing 824 atoms (seven
events up to 5 psec and two up to 6 psec) and one event
with 1948 atoms up to 5 psec.

The definition of the short-range order parameter used
ls

sRQ Z ( t 1
~
t 2 )—Z '*(t 1

~
t 2 )

Zi "(&11&2) Z '*(&1I&2)
(5)

1. The temperature dependence

of the saturation value ofSRO

Changing the amount of energy in the heat pulse, we
obtain different final temperatures, and we observe that
the saturation value of the short-range order parameter
depends on this final temperature. In a first approxima-
tion we assume an exponential dependence of the satura-
tion value of SRO with the inverse of the temperature:

for the minority species (Al or Au, noted further as t2 for
type-2 atoms} and

sRo Z(t2it 1)—Z '*(t2it 1)
Z ' (t2IE1)—Z *(E21t1)

(6)

for the majority species (Ni and Cu, noted further as tl
for type-1 atoms).

In the above definitions Z(t 1 ~t2) and Z(t2~t 1)denote
the number of unlike neighbors in the first coordination
shell of the t2 and tl atoms, respectively. The first coor-
dination shell was defined as a sphere of radius equal to
the average between the first- and second-nearest-
neighbor distance in the crystalline phase. Z '" and Zv'
have the same meaning but in the random alloy and in
the perfectly ordered intermetallic, respectively. Using
this definition the range of SRO is in the [0,1] interval,
where 0 indicates an ideal random mixture. Figure 2
shows the temperature dependence of the average of SRO
calculated from the corresponding values of the minority
and majority species by weighting respect to their con-
centration (our model curves).

The short-range order parameter traditionally used in
the literature of the binary liquid alloys is that known as
Cowley-Warren, a„ for the first-neighbor sphere. It is
defined in terms of the conditional probability [ A /B],
that is the probability that an atom A sits at site 2 as a
nearest neighbor of a 8 atom at site 1, see, e.g., '

[A/B]=c(1—ai) .

From the viewpoint of theoretical modeling, the binary
molten alloys may be classified into two main categories,
named symmetric and asymmetric alloys. Properties like
the free energy of mixing, EG „, the heat of mixing,
hH;„, and concentration fiuctuations, S„(0), etc., of
symmetric alloys are symmetric about the concentration
c =

—,', while for asymmetric, or compound forming al-
loys, this property does not hold, refiecting the existence
of chemical complexes in the molten state. Many of these

8
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FIG. 1. The time evolution of the short-
range order parameter, the crystalline order
parameter and the temperature in Ni3Al as a
response to a heat pulse at t=0 with
To = 10000 K initial temperature.
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-
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-2.0
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,--Regular aQoy approximation:',
: "~QP approximation

5 6 7 8

: Ni3A1 Cu3Au NiA1

FIG. 2. The temperature dependence of the
saturation value of the short-range order pa-
rameter y„", in Ni3A1, Cu3Au, and NiA1.

Symbols are the results of molecular-dynamics

(MD) simulations, lines are based on the

theoretical assumption.

-1.5

-2.0
/ ~

-2.5 -' I """'-Our model:- Regular alloy appros3m~tion::
' "%ICP approximation

3 4 5 6 7 8

Sp:. 0.116
hH~rz]: 0.212

ur /Z: -0.074

~c//2. :0.0198c:0.75 0.500.75

0.052 0.078

0.217 0.174

-0.033 -0.074

0.0042 0.0116

1 /T (10 /K)

alloys give metallic glasses in the condensed phase. The
theories used to describe them are based on the assump-
tion that there exist in the melt a privileged group of
atoms that influence the short-range order, A 8„,where
A and 8 denotes the two chemical species, and m and n

are small integers related to the concentrations of the
stoichiometric solid-state compounds. We base our
analysis in the work by Singh, ' which, in turns, uses de-
velopments made by Bhatia and Thornton' . Using a
quasilattice theory for regular alloys based on a parame-
trization describing pair interactions, Singh arrives at the
following results:

—1
a)=, p= +1+4c(1—c)(r/~ —1),P+1 '

q= exp

where Z is the coordination number and
w Z (CAB g (&AA+esB ) ] is the interchange energy
with uzi, e.zz, and czar the energies of an A A, AB, or 88
pair of atoms. Here we note that in [16—19] the coordi-
nation number (Z) is a temperature independent parame-
ter. Our simulations show that the coordination number
de6ned above has a slight temperature dependence,
which mill be described in details in Sec. III 8 3.

According to the weakly interacting compound form-
ing model of Bhatia and Singh' based on the quasichemi-
cal approximation, in which they assumed (i) the ex-
istence of chemical complexes in the liquid phase and (ii)
a weak tendency to form complexes, one arrives at anoth-
er approximation for a, :

x 2c (1—c)
1+x '

Zk~ T

where ~,f is a concentration-dependent contribution
with some additional parameters.

It is easy to show that there is a straightforward con-
version between a, and SRO defined in Eq. (5) and in Eq.
(6); therefore they have the same physical meaning. This
conversion factor is (c —1)/c, which results in a multipli-
cative factor —1/3 in the case of the 1.12 alloys and —1

for NiA1 in our SRO de5nition. Because of this, our re-
sults can be compared with the predictions of the regular
and the weakly interacting compound forming alloy ap-
proximations (further noted as WICF), see Fig. 2. Here
we note for the clarity, that our model has two free pa-
rameters, So and lLH „while the regular alloy and the

%ICF approximations have only one, the interchange en-

ergy (w). There is also a second parameter in these two

latter models, namely, the concentration of one species
(c), but it cannot be chosen freely because it defines the
system of interest. We summarize the values of the pa-
rameters in the table of Fig. 2.

The interchange energy (w) in the theory of binary

liquids has an important meaning: it indicates the ten-

dency of unlike-atom pair forming if m(0, perfect disor-

dering of atoms in the liquid if v=0 and like-atom pair-

ing forming if m&0. Foiles' has developed a pair-
potential approximation to the embedded atom model.
Generalizing it to the two-component systems, we can
compare the corresponding interchange energies of the
three theories, see Fig. 3.

In Fig. 3 one can see, that all of the three theories
shows the same tendency for the three examined alloys:
(i) the interchange energies are negative indicating
unlike-atom pair preference in the liquid phase (ii) Cu3Au

has the lowest and Ni3A1 has the highest absolute value

showing that Cu3Au is the most disordered alloy and that

Ni3A1 has the strongest tendency to form unhke-atom

pairs. The interchange energy of NiA1 lies between the
values of the two I.12 alloys. This latter observation con-

tradicts the outcome of the ordering energies (see Table I)
that would indicate a higher-ordering enthalpy in NiAl
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0.0

Pair potential
approximation of EAM

0.0
i

Regular alloy
approximation

I 1 0.00

WICF approximation

bQ
N 05Q

V
bQ
g -1.0-
CO

O

C 4

-0.5-
-0.25-

-0.50—

4 1

FIG. 3. The interchange ener-

gies in Ni3A1 (boxes), Cu3Au (di-

amonds) and NiA1 (triangles),
based on our assumption, on the
regular alloy approximation and
on the %'ICF approximation.

T (103 K)

than in Ni3A1, so it can be concluded that the ordering
energy calculated from simulation results at 0 K cannot
explain the ordering level of the liquid phase.

The slight temperature dependence can be seen in Figs.
3(b) and 3(c) for the regular alloy and the WICF approxi-
mations, respectively, and it originates from the tempera-
ture dependence of the coordination number used by us.
The stronger dependence of w in our model comes from
an additional contribution, namely, from temperature
dependence of the bond lengths and the bond-energy be-
cause of the thermal expansion.

2. The temperature dependence

of the relaxation time ofSRO

When the system melts because of a sudden heat pulse,
the disordering process takes some time to bring the sys-
tem to the equilibrium liquid state. This transient is
characterized by a relaxation time. In order to determine
the behavior of the relaxation time of the short-range or-
der parameter as a function of the temperature, five simu-
lation events were performed in each intermetallic with
the same energy and boundary conditions and with the
same initial temperatures mentioned in the introduction
part of this section. The relaxation time ~ values were

calculated from the negative inverse of a linear fitting of
the logarithm of the SRO values in the [0.015,0.10] time
interval (containing approximately 80 points}. The same
temperature dependence was assumed as in the case of
the saturation value; see Eq. (4):

H,
r(T) =roexp (10}

3. The temperature dependence

of the coordination number

In calculating the coordination number (Z) defined in
Sec. III B 1, it was found that it is a function of the tem-
perature. From the definition of Z, the first-nearest

where the two parameters ~0 and AH, are determined by
fitting a linear equation for the ~—T set of points. The
simulated points and the theoretical curves fitted to these
points are shown in Fig. 4, the calculated parameters of
Eq. (10) are in Table II. It shows that (i) NiA1 has the
fastest response in the whole of the examined tempera-
ture range and (ii) at temperatures above about 1600-K
Ni&A1 disorders faster than Cu&Au, while below this tem-
perature the sequence is reversed.

-0.5

-1.0

-1.5

-2.0

~ Ni3Al & ( x ) = 2388.34/T - 2.50
+ Cu3Au ln(~ ) = 1626.66/T-2. 04
+ NiAl ln(w ) = 1982.53/T-2. 82

FIG. 4. Temperature dependence of the re-
laxation time of the short-range order parame-
ter in Ni3A1, Cu3Au, and NiA1. Symbols are
the results of MD simulations; lines are based
on the theoretical assumption.

5 6

1 /T (10 /K)



13 210 SPACZER, CARO, VICTORIA, AND DIAZ de la RUBIA

TABLE II. The calculated parameters for the temperature
dependence of the relaxation time of SRO.

bH, (eV)

~0 (psec)

Ni3A1

0.206
0.082

Cu3Au

0.140
0.131

NiA1

0.171
0.059

20-

15-

10-

¹Ni ~ ~
~ ~ ~

20—

10-

Ni-Al
Tp~ 7000K

Tp= 8000K

Tp =10000 K

Tp~ 12000K

Tp =14000 K

««&/

1 2

. / - . r-' e r &~. &. rW j.~ ~ ~ ~ ~ ~ » I)
~~ ~ ~ ) ~)/«««««'+ ~

I

1 2 3

20-

15--

Al-Al
20—

numbe

15—

~ ' ) ': /)
:/ )

])I~'t''
) ~

t/--

10-- 10—

] J ) ) I'.
) /J') %.&) 'L «+ ~

r, )h
~ « «« /

I I I

2 3

/
'~

1 2

Distance ( A )

FIG. 5. Radial distribution functions for Ni3A1.

neighbors are in a range of distances and a cutoff is used
that separates them from the farther neighbors. The ra-
dial distribution functions have been calculated and as
can be seen on Fig. 5 for Ni3A1, the positioning and the
integration of the first peak in the distribution does not
provide more precise information than that obtained
from the definition used by us. In Figs. 6(a), 6(b), and 6(c)
we present the simulation results for the temperature
dependence of the coordination number for Ni&A1,

Cu3Au, and NiA1, respectively. The examined two
theoretical approximation (a linear and an exponential
dependence with the inverse of the temperature) shows
no significant differences; therefore we plot the fitted
curves only for the linear approximation.

If we examine in details the coordination number in
the two sublattices we find that (i) in the L12 alloys there
is no significant difference in the coordination number,
i.e., t1 and t2 atoms have closely the same number of
nearest neighbors regardless of the type of the neighbors,
see Figs. 6(d) and 6(e), (ii) the curves cross each other at

-2550 K in the case of Ni3A1 and at -1970 K in
Cu3Au, and (iii) in the case of NiA1 the coordination
number has higher values in the Ni sublattice, indicating
that Ni (type-1) atoms have more nearest neighbors as an
average than the Al (type-2) atoms; see Fig. 6(f). It is also
useful to examine the discrepancy of the like and unlike
nearest-neighbor numbers from the ideal mixture and
ideal solid values. These quantities show a very similar
behavior to the behavior of the coordination number; see
Fig. 7: (i) again no large difference between the two sub-
lattices in the L12 intermetallics and (ii) in NiA1 the
discrepancy from the ideal mixture values is larger in the
Al sublattice than in the Ni sublattice, while it is just the
opposite if we compare the absolute values of the
discrepancies from the ideal solid. In other words, in
NiA1, the average coordination number in the type-1 sub-
lattice is closer to coordination number values of the
ideal mixture, while the type-2 sublattice rather looks like
an ideal solid. It is interesting to notice that in the I.12

alloys the curves cross each other at exactly the tempera-
ture where the coordination numbers in the sublattices
cross each other. The positive values in Figs. 7(d), 7(e),
and 7(f) indicate, that in the liquid phase of these alloys
an atom has more unlike-type nearest neighbors than in

the ideal mixture, as an average. This is a sort of
verification of the negative values of interchange energy
that also suggest the preference of the unlike-atom pair
formation. Summarizing the discrepancy data calculated
in the sublattices we get the total discrepancies from the
idea1 mixture and ideal solid. These quantities can be
seen in Fig. 8. Comparing the values it can be found that
(i) Cu3Au resembles the best the ideal mixture, (ii) the dis-

ordering level of NiA1 is higher than the disordering level
of Cu3Au, but the difference is small, and (iii) Ni3A1 is the
most ordered liquid among these three intermetallics.

4. The mean-squared displacements

To follow the development of the disordering process
with the atomic migration, we calculate the mean
squared displacements (MSQD's) at 5 psec in the L lz al-

loys and at 3 psec in NiA1 for both constituent species.
Previous cascade simulations in Ni3A1 and Cu3Au (Refs.
7 and 8) show that the mobilities of the majority and
minority species are identical, indicating no relationship
between the vacancy migration in the solid and the
diffusion mechanisms. Recent simulation of 5-keV Ni
PKA cascade in NiA1 results in about 15%% higher values
for the mean square displacements of the Ni atoms.
Since this difference in the number of the displaced atoms
is only 5% we can conclude that the Ni atoms move far-
ther from their original position than the Al atoms on the
average.

In the dynamical melting simulations we found that
there is no important difference between the sublattices in
all of the three alloys and the values for the type-2 atoms
are always a little lower than the values of the type-1
species. The magnitude of the MSQD's normalized to
number of displaced atoms at a given temperature are
also close together for the different alloys. It means that
we cannot explain the different behavior of the Ni and
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the Al sublattices in NiA1 with the amount of atomic
motion so we have to suppose that a large number of Al
atoms simply goes to the "wrong" place from the
viewpoint of the ideal mixture. It may be the indication
of the compound forming tendency in the liquid phase of
the Ni-Al system, namely, that the preferred phase is not
the perfectly disordered mixture but some kind of com-
plex (or more probably complexes) between the (1,1) and
(3,1) composition.

IV. THEORETICAL MODEL OF SRO

To explain the behavior of the short-range order pa-
rameter observed in the locally melted zones of the cas-

cade simulations, reported for Ni3A1 and Cu3Au in Refs.
7, 8, we assume a standard relaxation time approximation
for the time evolution of SRO:

dS(t)
dt

where S,=S,(T(t)) and ~=~(T(t)) are obtained from

(4}and (10}. We assume a Gaussian temperature distribu-
tion as an approximation to the temperature distribution
in the core of collisiona1 cascades,

Tp p
2

T(r, t)= exp
[~2m(oo+&Dt )] 2(oo+&Dt )
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-0.8 I

Cu3Au

-0.8

-0.7- -07-

(a) 06 (b)
6 2

-0.6 -

( c )

8 2

e ~ 0.4
Q I

0.3-

(t I o.s-

I

Ni3A1 0.3-

0.2-

(d) o1-

6 2

0.2-

0.1-

8 2

I

NiA1

FIG. 7. Discrepancy of the
calculated coordination number
from the ideal solid (a)-(c) and
ideal mixture values (d) —(f).

1 /T (10+/K)



13 212 SPACZER, CARO, VICTORIA, AND DIAZ de la RUBIA

1.5—

Q
~ W
O

1.0—
C4

O

0.5-
0

0.0 I I

4 6

1/T (10 /K)

with three free parameters: o.0, D, and TQ. The numeri-
cal solution of (11) for reasonable values for 5-keV cas-
cades, namely, cro=0 4.713 A, D=0.015 A /psec, and

TQ 8000 K A is shown in Fig. 9. Comparing this figure
with Fig. 10, which is the result of the cascade simula-
tions (see Refs. 7 and 8 for the I. lz alloys; the NiA1 result
is unpublished), it can be seen that our analytic descrip-
tion of the chemical short-range order parameter based
on the kinetics of the melting transition can describe the
main features of time evolution of SRO resulting from
high-energy-displacement cascade as simulated in these
intermetallics.

FIG. 8. Total discrepancies of the coordination number in

Ni3A1, Cu3Au, and NiA1. &. CONCLUSION
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FIG. 10. The time evolution of short-range order parameter
in 5-keV cascades in Ni3Al, Cu3Au, and NiAl.

FIG. 9. The time evolution of the short-range order parame-

ter predicted by our model for Ni3A1, Cu3Au, and NiA1.

The liquid phase of three intermetallic binary alloys,
Ni3A1, Cu3Au, and NiA1 have been simulated with
molecular-dynamics techniques in order to investigate
the kinetics of the ordering processes appearing in the
core of the collision cascades of these compounds. We
give a theoretical model for the time evolution of the
short-range order parameter based on a standard
relaxation-time approximation. The elementary static
point-defect formation enthalpies and formation volumes
are also presented, as well as some thermodynamic data
predicted by the embedded atom potentials. Our results
show the following.

The time sequence in which the most disordered state
is reached is correctly predicted, i.e., NiAl is the fastest
and Cu3Au is the slowest alloy.

The predictions that Ni3Al has the highest degree of
order at the end of the cascade, and that the disordered
levels of Cu3Au and NiAl are close together, is also in
agreement with the cascade simulation results.

There is a small discrepancy in the Snal values of SRO,
which is probably due to the assumption of identical ini-
tial temperature distribution in the three systems.

Our simple approximation represented by Eq. (11)
gives a better fit to the simulated points than the regular
alloy and the weakly interacting compound forming ap-
proximation.

All of the three models (regular alloy and WICF ap-
proximation and our model) give the same sequence for
the interchange energy in the whole examined tempera-
ture range, which indicates that Cu3Au is the most disor-
dered and Ni3A1 is the most ordered alloy, while the dis-

ordering level of NiA1 lies between the two I.lz alloys.
The negative value shows unlike-atom pair preference in
the liquid phase of these three intermetallics.

We found that the temperature dependence of the
coordination number can be described fairly well if we as-
sume an exponential dependence with the inverse of the
temperature.

%e observe an interesting behavior in the energetics of
the several self-interstitials, namely, sorting the intersti-
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tials by increasing formation enthalpy two alternatives
seems to be have occurred: (i) the chemical nature of the
interstitial determines which are those energetically pre-
ferred, and (ii) the location of the defect is more impor-
tant than its type to determine the enthalpy. The two
Llz structures can be classi6ed in the second group,

while in NiA1 the lowest formation enthalpies always be-

long to the Ni interstitials regardless of the layer.
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