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We study and compare the behavior of the left- and right-tunneling times of electrons quasiconfined
in asymmetric double-barrier structures as a function of the bias for two different doping configu-
rations in the electrodes: uniform doping and gradual doping. The potential experienced by the
electrons is calculated self-consistently for each case by simultaneously solving the Schrédinger and
Poisson equations. Afterwards, the stabilization method is employed to calculate the corresponding
tunneling times. The case of gradual doping is especially interesting because an accumulation layer
appears when the voltage is high enough. To analyze the stabilization graphs in the range of voltages
where the two-dimensional quasiconfined level in the emitter interacts with the quantum-well level we
have introduced a three-level model. We present a comparison of the tunneling times calculated for
the two doping profiles with the ones obtained with a model potential. Finally, charge-accumulation
effects are analyzed in the gradually doped case and critically discussed within the framework of

available experimental data.

I. INTRODUCTION

A great deal of work has been devoted in recent years
to studying double-barrier resonant-tunneling structures
(DBRTS’s) in order to analyze different issues in quan-
tum transport. One of the goals of such efforts is to
understand the mechanisms responsible for the tunnel-
ing across the classically forbidden region. In that sense
the first difficulty to overcome is to define a tunnel-
ing time. Hauge and Stgvneng,! Jauho,? and Landauer
and Martin® have reviewed the recent advances on that
topic; in particular, they present the different tunnel-
ing times defined up to date and critically discuss them.
The present work is devoted to studying the lifetime of
electrons quasiconfined in DBRTS’s. The tunneling time
definition we work with is the well known decay time
T associated with any quasibound, or metastable, level
characterized by a quasibound energy E.* We also con-
strain our study to structures in which s, the scatter-
ing time from an electron occupying the state E, obeys
7 & 7s. This condition implies that the resonant tunnel-
ing through the state E is going to be, when produced,
fully coherent and that the corresponding wave function
on both sides of the structure has a definite phase re-
lationship. In the other limit, if 7 > 7g, the resonant
tunneling is said to be incoherent, or sequential, since
the wave function loses the memory phase by scattering
processes and consequently the wave function on both
sides is only partially correlated. Our interest in coher-
ent times comes from the fact that coherent tunneling
seems to be the dominating mechanism in the high-speed
DBRTS’s.5

In the last decade a number of papers have focused
their interest on the study of time scales for coherent
tunneling processes in different semiconductor structures.
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That study was initiated by the calculation of the life-
times of Stark resonant levels confined in single quan-
tum wells. The effective-mass theory is the framework
mostly used by those calculations.®™® Other schemes like
the tight-binding method!®? or the k-p theory'? are em-
ployed when the inclusion of I'-X mixing or band struc-
ture details are wanted. As regards the calculation of
the lifetime of electrons quasiconfined in DBRTS’s, the
effective-mass approach together with transmission coef-
ficient analysis or the phase-shift method have been the
procedures usually employed.!31* Recently, some of us
have introduced the stabilization method brought from
quantum chemistry, to evaluate in a unified way the total
lifetime as well as the “left-hand” and “right-hand” de-
cay rates 1/7,; for the trapped electron by using a Breit-
Wigner generalization of the Lorentzian form of resonant
transmision.1®

A point to be stressed is that all the above-mentioned
calculations use a model potential to avoid the cumber-
some evaluation of the Hartree potential created by the
electrons existing in the emitter and collector electrodes,
and by the charge occasionally built up inside the quan-
tum well (QW). One of the purposes of this work is to
carry out such a calculation to establish how the doping
profile affects the lifetime of the quasiconfined electrons
and, therefore, to give the magnitude of the error pro-
duced when those model potentials are employed. Our
goal is accomplished by performing the following steps:
first, in Sec. II we obtain the self-consistent potential at
a given voltage for the chosen doping profile by simulta-
neously solving the Schrodinger and Poisson equations,
and second, in Sec. III we get the total tunneling time as
well as its components by using the stabilization method.
As regards the doping configuration we have investigated
two cases; one in which the dopants are uniformly dis-
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tributed, and another for which the dopant density is
position dependent. This choice is motivated by the fact
that they produce two limiting cases regarding the elec-
tronic configuration in the emitter; one in which the elec-
trons in the emitter are fully three dimensional in the
whole range of applied voltages (uniform-doping case),
and another in which an accumulation layer appears in
the emitter above a certain critical voltage and, conse-
quently, a number of electrons have a two-dimensional
(2D) character (gradually doped case). A comparison
with the tunneling times obtained with a model poten-
tial is also given.

Another topic treated in this paper (Sec. IV) is the
amount of charge accumulated in the emitter when
the doping profile allows the existence of a quasi-two-
dimensional level. We analyze the charge buildup in that
level and in the QW level under forward and reverse ap-
plied bias in an asymmetric DBRTS. The different be-
havior between both situations has been measured and
is qualitatively well understood in the literature. Never-
theless, to our knowledge there is no quantitative evalu-
ation of such differences with the level of sophistication
included hLere. Finally, we also give a phenomenological
model to obtain the bistability region of our DBRTS.

II. THE SELF-CONSISTENT POTENTIAL
PROFILE

The idealized band-edge potential profile experienced
by an electron in a typical DBRTS built up with III-V
semiconductors is shown in Fig. 1. The potential barriers
Vb are related to the alignment of the conduction bands
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FIG. 1. Idealized flat-band potential energy profile for a
double-barrier resonant-tunneling structure under an applied
bias. The potential is not consistent with the charge distribu-
tion in the device. This arrangement of the barriers defines
the forward bias configuration.
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between the epitaxially deposited layers at the I' point
of the Brillouin zone (Vo = AE.). We transform the
initially three-dimensional problem to a one-dimensional
effective-mass equation by using an envelope-function
approximation.'® The envelope function ;(z) with en-
ergy E; is the solution of the Schrodinger equation

P | V() = B 1)
V(z) = —e¢(z) + AE.(2) , (2)

and the Poisson equation
d?¢;
eok—gz—gz—)— = e[n(z) — Np(2)] , (3)

where n(z) is the electronic charge density, m* is the
effective mass of electrons, ¢(z) is the electrostatic po-
tential, F; the bottom energy of the ith subband, €k
the dielectric constant, and Np(z) the impurity charge
density.

For simplicity, both m* and €k are assumed to be con-
stant in the whole system. Also, we have not considered
any exchange-correlation term in Eq. (2) because it pro-
duces just minor effects on the properties of the DBRTS
studied in the present work.!7:'8

Equation (1) is solved by setting the potential problem
in between two infinite barriers. Therefore, the corre-
sponding wave functions are subjected to the boundary
condition v;(z) =0at z=0and z = L; + by + w+ by +
L, = L. This procedure will be justified in Sec. III. We
numerically solve the given problem by expanding ¥;(2)
in a linear combination of cubic B splines!®

%i(2) = ciiBj(2) - 4)

J

Using this localized basis the boundary condition is au-
tomatically obeyed by putting the B;(z) in the space just
in between the two infinite barriers. Now, we place the
expansion (4) in Eq. (1) and we arrive at the following
general eigenvalue problem in matrix form:

(H— ES)c =0, (5)

where the matrix elements of the Hamiltonian H and the
overlapping matrix S are

Hy = A “ Bi2) (—E%di; + V(z)) Bj(zdz,  (6)
L

S, = A Bi(2)B;(2)dz , (7)

and the one-column matrix c gives the eigenfunctions.
Notice that the calculation is variational. Therefore we
have to define in the space accessible to the wave func-
tion a sufficient number of B splines in order to make the
calculated energy values converge. Furthermore, in order
to obtain a good description of the wave function and its
derivative along the whole structure, we have to put addi-
tional localized wave functions close to the regions where
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the potential is abrupt. A typical calculation is carried
out by using a B spline every 20 A, and four additional
splines are put on both sides of the step potential, sepa-
rated by 1 x 10~3 A.

The electronic charge density is given by

n(z) = 3 Ntk (2), ®)

where 1);(z) is obtained from Eq. (4) and N; is the num-
ber of electrons per unit area in subband 4, given by

m*kgT (Er — E;)
N, = 1 )
7l'h2 n [1 + €xp kBT ) (9)
m*
Niz———(Ep—Ei) at T=0K.
wh

The calculation is done mainly for the degenerate case
by setting the temperature (7') to 0 K.

For an initial potential V;,(2) (see for example the one
in Fig. 1, where an initial bias V}, is defined) the solution
of Eq. (5) gives the eigenvalues E; and their correspond-
ing eigenfunctions. The self-consistent process begins by
filling those calculated levels up to a certain Fermi level.
As regards this we have to distinguish two different situ-
ations.

(i) Zero applied bias (Vs = 0). In this case there is
a unique Fermi level covering the whole structure, and
it can be iteratively calculated by imposing the charge
neutrality condition

L *

A n(z)dz = :;ﬁ S (B - Ei) = [ Np(2)dz

(10)

where the charge density has been obtained from Egs.
(4) and (5):

_m — BN (2)[2

le) = Bis Yo(Fr ~ (o) ()
(i) Nonzero applied bias (V, # 0). For this case we

first classify the electronic levels E; according to their

spatial localization in the structure. Thus, we calculate

the average positions (z); of the eigenstates with energies

E;

L
(2)i = / 2upi(2)[2dz (12)

and separate them into emitter states Ef, collector states
Ef, and QW states E¥. Afterwards, we define two dif-
ferent Fermi levels; one associated with the emitter, E,
and another associated with the collector, E§. Local
charge neutrality conditions are separately imposed at

each electrode to obtain the corresponding levels

*

m .
o7 (B = ED) = [ Np(z)dz (13)

1

m* L
WZ(E;' - Ef) =

1

and they define the final bias by E, = V,+ E$. In princi-

Np(z)dz (14)
L—L,
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ple, we would define another local Fermi level associated
with the QW region to take into account the occupation
of its quasiconfined levels. We have simplified the cal-
culation by including the QW level (or levels) either in
the emitter side or in the collector side using an ad hoc
procedure that will be justified in Sec. IV. Now, the total
charge density n(z) is

n(z) = T 37 (B5 - B9 ()P

m*
mh?

Once the Fermi level(s) is (are) defined and the cor-
responding charge density n(z) is calculated a new total
potential V. (2) is obtained after the resolution of the
Poisson equation (3). The procedure explained up to now
can be considered as the first step of a standard iterative
procedure,?® which finally gives the consistent potential.
In particular, we control the convergence of the nth iter-
ation using the parameter

+ 7 S (B — Bl (2)? - (15)

i

A, (n)
kZIIVout (z1) = Vin (2)|?
N(N +1)

(16)

Onp =

where N is the number of divisions, z;, performed in the
z axis (N = 400). A good convergence is obtained when
o = 1 or lower.

The theory so established is termed a “zero current”
theory in the sense that no current is allowed to flow in
establishing the self-consistent potential. Nevertheless,
this level of sophistication has been proved to yield useful
results even for devices with nonzero current.?!

The generic epitaxial structure of all the systems stud-
ied in this paper is given in the table below:

Emitter contact  (In, Ga)As n type
Spacer layer (wg,) (In, Ga)As intrinsic
Tunnel barrier (b;) (Al,In)As intrinsic
Quantum well (w) (In, Ga)As intrinsic
Tunnel barrier (bz) (Al,In)As intrinsic
Spacer layer (wsp) (In, Ga)As intrinsic
Collector contact (In,Ga)As n type

with parameters b, = 70 A, w = 60 A, b, = 40 A. We
particularly study a Gag 47Ing s3As-Alg 4glng s2As struc-
ture with a uniform effective mass m* = 0.041, and
a conduction-band-gap discontinuity V5 = 500 meV.??
Although we have neglected nonparabolicity effects and
effective-mass differences between barriers and well, we
do not expect any differences with the full calculation as
has been demonstrated previously.?3

We consider two structures with different spacer layer
width wsp and different doping concentrations Np(z) on
the contact layers symmetrically distributed with respect
to the barriers. The studied structures are the following.

(i) The uniform-doping structure with

wep, = 50 A
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and for the left electrode (ii) The gradual-doping structure with
Np(z) = Np = const wep = 250 A
=2x10"® cm™3if0<2<1000 A. (17) and for the left electrode
|
_(Np if0<z<5004,
NM”‘{Nb—N5§(rwmnmmAszgmmA, (18)

with Np = 2 x 10'® cm~2 and Np; = 2 x 10'® cm~3. Some typical potential profiles obtained consistently for zero
and nonzero applied bias are shown in Figs. 2 and 3, respectively.
We have compared the results obtained for these consistent profiles with the ones from a calculation in which the

potential profile is analytically described by

0 f0<z<L,
Vo—(z—L1)F ifL; <z<Lj+b;,
V(Z) = —(Z—Ll)F lfL1+b1 SZ §L1+b1+w N (19)
Vo—(z—Li)F fLi+b+w<z<Li+b+w+by,
-V fLi+bi+w+b<2<Li+b+w+b+ L,

where F' is the electric field along the z direction, which
is related to the applied bias V; by F = V;/(by + w+ b2).
This potential is plotted in Fig. 1. No consistency be-
tween the distribution of charge and potential is required
in this case.

III. CALCULATION OF THE TUNNELING
TIMES: THE STABILIZATION METHOD

The stabilization method (SM) was introduced in
quantum chemistry as a general procedure to detect res-
onances in chemical reactions involving electron-atom
or electron-molecule scattering.2¢ 26 The properties and
pitfalls of this method have been recently reviewed by
Riera?” using a unified approach. In the field of solid
state, some of us®!® have applied the SM to calculate
the hifetimes of resonances in low-dimensional systems.
In a few words, the basic idea behind this method con-
sists of discretizing the continuum with which the reso-
nance is interacting by setting the potential problem in
between two infinite barriers. Afterwards, the behavior
of the resulting eigenvalues as a function of the barrier
separation is plotted in a graph. This graph is called the
stabilization graph (SG) of the resonance and presents a
characteristic pattern of avoided crossings between sta-
ble eigenvalues, which correspond to levels representing
resonances, and unstable eigenvalues, related to the dis-
cretized continuum levels. For example, Fig. 4 shows
a typical SG obtained for the double-barrier structure
described in Fig. 1. In this particular case, the energy
eigenvalues of Eq. (1) have been represented as a function
of the distance Lj, the separation between the infinite
right barrier and the left barrier of the QW. Now, from
a graph like this it is possible to obtain the resonance
energies as well as their lifetimes. With respect to this
calculation, the structures analyzed in this work present
different properties, regarding the characteristics of their
resonances, that cause us to treat them separately in two
cases which we explain in what follows.

A. Case I: One interacting resonance with the
continuum

For this case the resonance under study must be iso-
lated in the sense that it does not interact with any other
resonance localized either inside or outside the QW. We
have this situation for the uniformly doped structure, Eq.
(17), and for the analytical potential, Eq. (19). We find
two resonances associated with the QW, but they are

@
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FIG. 2. Self-consistent potential energy profiles at zero
voltage for a uniformly doped (a) and gradually doped (b)
double-barrier structure.
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well separated in energy and, therefore, can be treated
separately.

The energy of one quasiconfined level, E,.;, as well as
its lifetime can be obtained directly from the SG follow-
ing the procedure below. We select two energy curves
E$€ ESC with an avoided crossing in the SG. They can
be considered as solutions of a 2 X 2 secular problem:

Hi-E V. |_,
V Hp-E|~

whose solution is
Eip = i[Hu + Haa £ \/(H11 — H22)? +4V2]  (20)

with Hi; = FE;es and Hyy = E. ~ 1/[:2 being the “uncou-
pled” states and V their interaction. This interaction is
assumed to be localized near £ = L. (the crossing point).
To determine L. we tabulate the function R(L) =
1(E$C — E5°) and find its minimum. Therefore at L.

Eip=3E1+E)+V =exV, (21)
where V = V(L.) = 3(EF® — E3%)minimum- The energy
of the resonance can be calculated, with good approxi-
mation, as E,es = € (Refs. 8, 27).
As regards the resonance width T', it is calculated by
using the standard golden-rule-type formula:2®
T =2np(E)V?, (22)
where p(E) is the density of the “continuum” states. If
E, is the discretized continuum eigenvalue interacting

with the stable one, the following is a good approximation
for p(E):

p(B) =& 2

n+1l = En—l

(23)

T T T T T T
200 400 600 800 1000 1200 1400 1600 1800

T T T
2000 2200 2400

This formula is applicable if neither E,, nor E,_; is
contaminated by other stable eigenvalues.

Finally, to calculate the resonance lifetime, we employ
the formula

R

T———f,

(24)

which has been shown to be valid for heterostructures in
which a single type of Bloch state is assumed.?®
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FIG. 4. Stabilization graph of the two quasibound states
allowed in a DBRTS based on (Ga,In)As/(AlIn)As. The
eigenvalues of Eq. (1) are represented versus the separation
L between the right barrier and the infinite barrier put in the
collector side. The dashed lines correspond to energy levels
confined on the left side of the structure.
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The above-described procedure can be applied to any
SG, independently of the variational distance £ (L; or
L,) employed to get the graph. Of course, the physical
meaning of the time obtained from a SG depends on the
distance (L; or L;) used in the mentioned SG because
the continuum interacting with the resonance is different.
Thus (i) by using the distance L, to the left-hand infinite
barrier we obtain the left-hand tunneling time 7;, and (ii)
by using the distance L, to the right-hand infinite barrier
(see Fig. 4) we obtain the right-tunneling time 7.

All the times are calculated in the complete coherent
limit. Therefore the total elastic width I'; is related to the
partial widths I';, by T'; = I'y + I',,3° and consequently
the total lifetime 7; is given by

1 1 1
—=— 4. (25)

Tt TI Tr

The above-explained method has been applied with suc-
cess to model asymmetric DBRTS’s,'® and it has been
demonstrated that it gives identical results to the trans-
mission coefficient method, regarding the total decay
time.

B. Case II: Two interacting resonances with the
continuum

The case of two resonances interacting with each other
and, at the same time, interacting with a single contin-
uum has scarcely been treated in the literature for the
stabilization method. In our work, this situation appears
for the gradually doped structure when the band bend-
ing in the emitter region at high voltages produces an ac-
cumulation layer where a two-dimensional (2D) state is
quasiconfined. This accumulation layer has been experi-
mentally detected,3!+32 and also theoretically analyzed.33
From the theoretical point of view an analytical treat-
ment has been performed for the particular case in which
the level in the accumulation layer has a very long escape
time 7. In what follows we analyze a more probable case,
that in which the 2D level in the accumulation layer has
a very short tunneling time to escape to the emitter side.
This situation exists when that level is placed close to
the top of the band bending. Nevertheless, the computa-
tional method here introduced can be applied to any case
with independence of the degree of localizaton regarding
the 2D emitter level, and it allows the calculation of all
the tunneling times involved in the process: not only the
times associated with the accumulation level but the ones
associated with the QW level as well.

A typical SG of the avoided-crossing region of two reso-
nances interacting with a level of the continuum is plotted
in Fig. 5. The interacting terms as well as the resonance
energies are obtained from this graph following the gen-
eral ideas introduced in part A of this section.

Now, we consider that the three energy curves (for ex-
ample, the ones shown in Fig. 5) are the solution of the
following 3 x 3 secular problem:

11 889
904 ‘\
\\
854 .
~— \\\
>
¢ S
%80 |
3
754
70 T T T T T
2400 2420 2440 2460 2480 2500 2520
L (Angstroms)
FIG. 5. Stabilization graph showing the case of the two

resonances interacting with a continuum level (see Sec. IIIB).

H,-E 0 Vi
0 Hp-E V, |=0, (26)
|41 V2 Hyp—E

where Hy; = Eres1 = C1 and Hjz = Eres 2 = C; are the
two separate resonances interacting with the discretized
continuum level H33 = E. = C3 — C4L, with their in-
teracting parameters with the continuum V; = Cs and
Vo = Ce¢. A standard procedure3* gives the solutions
E\(L), Ey(L), and E3(L) which are functions of the six
constants C; introduced. These constants are obtained
for a given SG by fitting the three generated curves to
those from the SG. Numerically, the problem is reduced
to minimizing the functional

M 3

F =Y S IB(L;) - EES (L), 27

j=1li=1

where ESC are the SG energies and M is the number of
points used for the fitting (M = 20).

The above-explained procedure presents the more gen-
eral case. In practice, most of the calculation can be
simplified to minimizing the functional with just two con-
stants, the ones associated with V; and V5, because the
others are very well defined in the SG.

In Fig. 6(a) we show the calculated voltage dependence
of the two resonance energies. The quasiconfined 2D
emitter state begins to appear at about 40 mV and ap-
proaches the QW resonant level as the voltage increases.
There is a region above 350 mV of approximately 75 mV
wide in which both resonant levels interact and combine
in order to form two mixing resonant levels (bonding and
antibonding). Along this region the character of the ini-
tially nonmixed resonances gradually changes.3®

Figure 6(b) shows the total decay time of each quasi-
confined level as a function of voltage. The 2D emitter
level has short lifetimes because its energy is close to the
top of the band bending; therefore it has a very high
probability of escaping to the emitter side. The region
of interaction is clearly separated in the figure, and the
lifetimes in this region are assigned to either the bonding
(B) or the antibonding (A) combination without men-



11 890

N. MINGO, J. A. PORTO, AND J. SANCHEZ-DEHESA

u]
[0 Rescnance in the Wel
2D Emitter State
2004 (a)
>
[
£ ]
3 150
8 o
w
o FIG. 6. Behavior of the 2D
0 emitter and well resonant en-
1007 9] ergy levels (a) and their corre-
n 38 sponding total lifetimes (b) as a
5] . - function of voltage for the grad-
A mtw; stote Region of Interaction ually doped structure. In the
4 interaction region A and B de-
z (b) note the antibonding and bond-
£ ing combinations.
= [ wel State.
g @ Emitter Stat
2
5 2
2
b1 &
L2
14 o
o o o
o
o < o
0 T T T T T T T
0 50 100 150 200 250 300 350 400 450 500
Appied Bias (mV)

tion of their main character. At this point, let us remark
how the tunneling time of the 2D emitter level, initially
very short, becomes comparable to that of the QW level
in the interaction region due to the mixing. Similar be-
havior has been explained previously for the case of a 2D
level with very long decay times3? and for double quan-
tum wells under an electric field.3® As we will see in Sec.
IV, this effect produces observable consequences on the
behavior of the charge accumulated in both levels.

The wave-function-mixing effect is shown in Fig. 7
where we plot the bonding and antibonding wave func-
tions at two different voltages, before and after the theo-
retical crossing voltage. Notice how for the lower voltage,

Vb, = 407 mV, the amplitude of the wave-function oscilla-
tions is higher in the emitter (QW) side for the bonding
(antibonding) combination, denoting its prevailing emit-
ter (QW) character. The opposite behavior occurs at the
higher voltage, V;, = 420 mV.

C. Results and discussion

The right- and left-hand tunneling times obtained for
the first QW resonance in the structures under study are
shown in Fig. 8 for forward bias. The total decay times
(not shown) are practically the same as the right-hand

| FIG. 7. Electronic wave
- functions of the bonding and
antibonding combinations of
the two interacting levels quasi-
confined in the gradually doped
structure before (a) and after
(b) the maximum-mixing volt-
age.
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FIG. 8. Comparison between the left- (a) and right-hand
(b) tunneling times (7; and 7, respectively) calculated for the
three heterostructures analyzed in this work under forward
bias.

tunneling times [see Eq. (25)]. For the gradual dop-
ing case we plot in Fig. 9 the same magnitudes but for
a wider range of voltages. This case presents a special
behavior for the range of voltage for which the interac-
tion between the two quasiconfined levels (the 2D emitter
level and the QW level) takes place. The mixing of the
states produces 7, (7;) longer (shorter) than the expected
one. Outside the above-mentioned range of voltages the

1.3
Ees) CI R Py © [
(@) ®)
350
1.2+ 5 7 g ﬁ’ 8-
L= :
1.14 i 1 N
o ? 250 g s
& g g
g 1.0 { — e | 200 i T
i i 7
= R R
150
0.9
o o 2
100 2D~Emitter State
08 ) . A
A 50 © 0 : s
l b } 350 400
0.7 T T 0 - !
4} 200 400 o 200 400
Bias (mV) Bios (mV)

FIG. 9. Comparison between the right- (a) and left-hand
(b) tunneling times (7. and 71, respectively) calculated for
the gradually doped structure in the whole range of analyzed
voltages for the forward bias configuration.
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analytical potential always underestimates 7, and over-
estimates 7;. Moreover, the gradually doped structure
always gives the shortest 7; and the longest 7, times.
Also, the differences between the times calculated for the
different models increase with voltage. At this point one
has to remark that the main effect of the charge distribu-
tion on the tunneling times is to produce a smoothing of
their voltage dependence. As regards the influence of this
calculated behavior on the current-voltage (I-V) charac-
teristics of the structure, in a heterostructure diode the
current contributed by the coherent resonance is gener-
ally proportional to 1/(m+7,) (Ref. 36; see also Sec. IV)
and this dependence implies that the gradually doped
structure will show the highest currents. This simple ef-
fect seems to explain why the highest peak-valley ratios
are obtained in DBRTS’s with strong band bending.3* Of
course, this analysis should be completed with a careful
calculation of the tunneling currents, which will be the
purpose of a separate work.

On the other hand, the critical voltage at which the
escape probability to the left side is zero (i.e., 1 = ),
which roughly corresponds to the region of negative dif-
ferential resistance in the I-V characteristics, shifts to
higher voltage when the potential profile dependence
upon the charge distribution is taken into account, and
this shift gets larger as the band bending increases. This
effect will be shown in the I-V curve of the structure
as a shift to higher voltage of the negative differential
resistance region, as has been previously calculated.??

IV. EFFECTS OF CHARGE BUILDUP

Charge buildup inside the QW produces bistable re-
gions in the current-voltage response in a DBRTS.38742
In order to allow the electrons to accumulate, the collec-
tor barrier should have a certain thickness. On the other
hand, it has been proposed that the peak-valley ratio,
which is a measure of the quality of the DBRTS for de-
vice applications, increases when an accumulation layer
is produced in the emitter side by controlling the doping
profile.3! An accumulation layer of such characteristics
appears in our gradually doped structure [Eq. (18)] as
has been explained above [see Fig. 2(b)]. In what fol-
lows we analyze the charge buildup in that layer as well
as the one accumulated inside the QW. The procedure to
obtain these charges is simple; we have to integrate the
corresponding charge density n(z) over the accumulation
region or the QW region.

In principle, the calculation of n(z) implies previous
knowledge of the position dependence along the structure
of the Fermi level, Er(z), which is a difficult task.!*2 In-
stead of that we have used the properties associated with
the structure under study to elaborate a simple model in
which just two Fermi levels have to be defined: at the
emitter and collector electrodes, respectively [Egs. (13)
and (14)]. So at a given bias n(z) [Eq. (15)] involves just-
the occupation of emitter and collector states. As to the
occupation of the accumulation level at the emitter or
the QW levels, several comments are introduced below.

As regards the accumulation level, we consider it in
thermodynamic equilibrium with the emitter. The rea-
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son for that is its very short escape time to the emitter
side, 77, which easily allows its occupation by diffusion of
carriers coming from the emitter. Therefore we include
it in Eq. (15) as a true emitter state.

In relation to the QW level its occupation, F,,(E), can
be modeled by means of the sequential approach.® In
this approach it is assumed that the electron first tun-
nels into the well and afterwards escapes by tunneling
through the collector barrier. Following similar argu-
ments by Weil and Vinter,* the steady-state population
of the well can be found by balancing the incoming and
outgoing fluxes. Thus, for the case in which the collector
Fermi level is below the QW energy level Eq. (11) of Ref.
44 gives

T
Fu(B) = —"_F(B) .
A more general expression can be formulated in order to
consider the possibility of having the collector Fermi level
above the QW energy level. For this case,

(28)

Tr
i+ Tr

Ti

T+ Tr

Fu(E) = B(E) + F.(E) (29)

where F} - (E) =Y. 3, fiw,r(E,k,0) (where f is the
electron distribution function). The tunneling current
can formulated as

_R(E)-F(E)

(E
]( ) T+ T

(30)

Now, Eq. (29) together with the values of 7;, gives
us the method for assigning the character of the QW
state. For the asymmetric structure considered in this
work, we can distinguish two different cases according to
the relative position of the barriers with respect to the
electrodes.

(i) Forward bias. In this case, the emitter barrier is
the thick one and, except for voltages for which the 2D
emitter and the QW levels interact, we find (see Fig. 9)
T € 7;. Then Eq. (29) reduces to

F,(E)= F.(E) (31)
and consequently the QW level must be added in Egs.
(14) and (15) as a true collector level. This condition
implies that the QW level is going to be empty for all
voltages because the energy of the QW level is always
above the collector Fermi level.

For the region of voltages for which the mixing of the
2D emitter state and the QW state is produced, there
are two states with a partial QW character. These states
have 7, =~ 7;. One of these states is filled as an emitter
state and the other is occupied as a collector state. This
criterion can be justified with Eq. (29). With 7. = 7,
we have

F(E) + F,(E)

Fy,(E)= 3

(32)
Then, for this case, a small quantity of charge is accu-
mulated inside the QW due to the wave-function mixing
of the 2D emitter and the QW levels.

(i) Reverse bias. Now the emitter barrier is the thin
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one. For this case 7, < 7 and then Eq. (29) reduces to
F,(E) = F(E) . (33)

Therefore the QW level can be considered as an emitter
level and can be added as a true emitter level in Egs.
(13)-(15).

The results obtained for the buildup of 2D charge den-
sity in the accumulation layer, n,, and for the charge
density accumulated in the QW, n,,, are plotted in Figs.
10 and 11, respectively, in which forward and reverse bi-
ases are considered separately. From the experimental
point of view, the 2D charge density can be determined
from the periodicity of the current oscillations when a
magnetic field B is applied perpendicularly to the inter-
faces, B || J.%5%6 For the sake of comparison, we show
in Fig. 12 the corresponding charge experimentally mea-
sured in an accumulation layer of an Al,Ga;_,As/GaAs-
based DBRTS.%” Notice the very good general agreement
with our calculation. There is even a quantitative agree-
ment that should be considered as fortuitous, because we
consider different structures.

The observed behavior is understood in the following
terms.

(a) For the case of forward bias, the collector barrier
is the thin one and, therefore, the current is controlled
just by the emitter barrier. In this case, the resonant
QW level has a too short tunneling time 7, to hold the
electrons in the well. Then the charge density accumu-
lated in the emitter increases as the voltage increases
almost linearly. In this case, a small amount of charge
is accumulated in the QW due to the above-mentioned
wave-function mixing.

(b) For reverse bias, the collector barrier is the thick
one. Therefore it confines the electrons in the emitter
as well as in the QW level. The observed saturation for
n, corresponds to the thermalization of the 2D electronic

| — 1
| * Increasing bias
/ i ie Decreasing bias
J T T
0 200 400 660 260 460 /600 \BOO 1000
Bias (mV) Bias (mV)

FIG. 10. Two-dimensional charge density built up in the
accumulation layer, ns, at the emitter for the gradually doped
structure as a function of voltage for forward (a) and reverse
(b) bias configurations. For reverse bias a bistable region
appears due to the possibility of having the QW level charged
(increasing bias) or empty (decreasing bias). Lines are guides
for the eyes.
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FIG. 11. Two-dimensional charge density accumulated in
the QW, n, for the gradually doped structure for the forward
(a) and the reverse (b) bias configurations. For the reverse
bias configuration, a bistable region appears. Lines are guides
for the eyes.

gas in the emitter with the electrons confined in the QW
due to their wave-function mixing. Our calculation also
predicts a bistable region in the n,-V curve that appears
at the end of the saturation region [between 650 and 850
mV in Fig. 10(b)]. This bistable region correlates with
the bistable region experimentally observed in the I-V
curve.3? The link between both bistable regions is easily
understood from Eq. (30). For sufficiently high voltages
the collector Fermi level is below the QW level, and then
Eq. (30) can be simplified to

)=

(34)

For increasing bias, the QW level is included in F;(E); for
decreasing bias, it is not included. These two possibili-
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FIG. 12. Typical experimental results where the two-

dimensional charge density n, accumulated in the emitter is
measured as a function of voltage for the two possible bias
configurations. The data correspond to an asymmetric gradu-
ally doped Al.Ga;_.As/GaAs-based double barrier and have
been taken from Ref. 47.
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ties give the two different values for n, at a given voltage
and, consequently, the two different solutions for j(E),
through Eq. (33). For the case of increasing bias, the
range of saturation for n, is enlarged due to the interac-
tion between the QW and the 2D emitter levels (see Fig.
6). On the other hand, for the case of decreasing bias,
the region of saturation is shorter because the QW level
is empty (see Fig. 10). This behavior of n, is correlated
with that of the charge accumulated in the QW, n,,, that
is plotted in Fig. 11. n,, increases in the range of satu-
ration of n, and behaves bistably in the same range as
M.

To the best of our knowledge the bistable region in n,-
V characteristics has not been experimentally reported,
probably due to the difficulty of assigning the 2D charge
to the QW or to the emitter accumulation level for the
critical range of voltage. For our structure we estimate a
bistable region approximately 200 meV wide.

V. SUMMARY

In conclusion, we have calculated in a unified way
the two contributions to the total decay time of elec-
trons confined in the quantum well of two different asym-
metric double-barrier resonant-tunneling structures; one
uniformly doped and the other gradually doped. In
both cases the potentials were self-consistently calculated
by simultaneously solving the Schrodinger and Poisson
equations. Afterwards, the partial times were obtained
by means of the stabilization method. The resulting
times were compared with the ones obtained using the
simplified potential normally considered for simulating
these structures. As regards the forward bias configu-
ration, the comparison indicates that the structure with
larger band bending, the gradually doped one, gives the
shorter (longer) tunneling times to escape to the emit-
ter (collector) side, 7y (7). The model potential, with-
out band bending, always underestimates 7, and overes-
timates 7; and differences increase with voltage.

For the gradually doped structure we have also investi-
gated charging effects associated with the existence of an
accumulation layer at the emitter electrode. Our results
regarding the dependence on the voltage of the 2D charge
buildup in that layer, n,, at different bias configurations
agree qualitatively with the experimental observation in
similar structures. Also, we have shown that in these
structures a bistable region in the I-V curve implies a
bistable region in the n,-V characteristics, which is pre-
dicted by our calculation but, to our knowledge, has not
been experimentally detected yet.
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