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A general Lagrangian-based long-wavelength theory of ordered magnetic dielectric crystals (ferro-
magnetic, antiferromagnetic, and ferrimagnetic) is formulated. Our classical treatment of intrinsic
spin uses the anticommuting Grassmann algebra Gs developed by Berezin and Marinov and by
Casalbuoni. The Grassmann formulation of classical spin gives by the Dirac quantization procedure
the usual nonrelativisitic spin-% quantum theory. The treatment begins at the microscopic level
before a long-wavelength limit is performed to obtain a macroscopic theory so as to incorporate
all long-wavelength modes of motion (acoustic, optic, electromagnetic, and spin) and their interac-
tion to all orders of nonlinearity. The crystals can have any symmetry, anisotropy, and structural
complexity. The equations of motion for all the modes are obtained and the energy, momentum,
pseudomomentum, angular momentum, and spin conservation laws are found. The magnetizations
arising from spin and from the motion of bound charge are found to enter the energy conservation
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law distinguishably.
phenomena.

I. INTRODUCTION

Many magnetic phenomena such as magnetoelastic in-
teractions, spin waves, and magneto-optic interactions
are long-wavelength phenomena in which the medium can
be considered a continuum provided, of course, that all
relevant excitations are represented by their own con-
tinuum fields. Derivations of such macroscopic phe-
nomena from quantum mechanical beginnings and from
classical beginnings must agree. The choice of ap-
proach thus depends on issues such as ease and gen-
erality. For phenomena in dielectric crystals involv-
ing interactions, linear and nonlinear, of acoustic, op-
tic, and electromagnetic modes, a classical Lagrangian
approach®? has attained a very general, fundamental,
and heuristic formulation. This is illustrated by its use
in reexamining both supposedly well-known interactions
(the elasto-optic effect,? electrostriction,* acoustic har-
monic generation in piezoelectric crystals,® Cauchy sym-
metry of the stiffness tensor,® mechanisms of optical
activity”), in offering resolutions to long standing con-
troversies (the momentum density of a light wave in a
dielectric,® the additional boundary condition problem
of exciton polaritons®), and in exploring new higher-
order interactions (acoustically induced optical harmonic
generation,!® a five-wave triply phase-matched acousto-
optic interaction,!! creation of counterpropagating sub-
harmonic ultrasonic waves by microwave excitation!?).
Because of these varied successes it is worth expand-
ing this Lagrangian-based approach to include the intrin-
sic spin degree of freedom in order to handle ferromag-
netic, antiferromagnetic, and ferrimagnetic phenomena
and their interactions with acoustic, optic, and electro-
magnetic excitations.

The incorporation of a spin source of magnetization
into a classical treatment of continuum, long-wavelength
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This theory should be particularly useful for the study of magneto-optical

magnetic phenomena has always presented problems.
Somehow spin is not a classical quantity. This is particu-
larly evident when approached from a Lagrangian point
of view. The matter portion of a continuum Lagrangian
is a difference of kinetic and potential energies. The
derivatives in an Euler-Lagrange equation operate on the
kinetic energy terms to produce a second-order differen-
tial equation in time (a Newton equation) for each degree
of freedom. However, it is well known that the magneti-
zation, or the spin creating it, obeys a first-order differ-
ential equation in time, one in which the time derivative
of spin is proportional to the vector product of the spin
and an effective magnetic field. Thus a kinetic energy of
spin is not a meaningful quantity, a fact also apparent
from a quantum mechanical Hamiltonian of spin. The
dynamic replacement for the kinetic energy needed in a
classical Lagrangian is far from apparent.

Since the dynamic equation for spin (or the magnetiza-
tion it produces) has the generic form of the time rate of
change of a vector whose magnitude remains fixed, previ-
ous continuum treatments’>~!® of magnetic phenomena
have derived its form with the use of the phenomeno-
logical assumption of a fixed magnitude of macroscopic
saturated magnetization. Most of these!3~7 avoided
a Lagrangian approach, instead using the virtual work
principle,'14 postulation of the forms of the conser-
vation laws,1%18 or the virtual power principle.!” The
Valenti-Lax work!® is Lagrangian based. It uses a combi-
nation of the assumed fixed magnitude of magnetization,
a nonrotationally invariant “gyroscopic term” in the La-
grangian that involves a set of “external” vectors, and
the magnetization as a Lagrangian variable. The exter-
nal vectors drop out of the torque equation for spin and
rotational invariance is restored. The theory also can be
quantized. In spite of those successes its unusual basis
raises the question whether some other Lagrangian for-
mulation can be found.
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There are also a few phenomenological Lagrangian the-
ories that start from assuming two kinetic terms for spin
and use spin as a Lagrangian variable without introduc-
ing the “external” vectors.!®2? These theories have re-
cently drawn interest in application to frustrated anti-
ferromagnetic media.?':2? These theories yield the well-
known magnetic-torque equation only by imposing the
constraint of constant magnitude of the magnetization
variable. There has been no discussion about their canon-
ical formalisms and their quantizations do not appear
to yield the well-known quantum mechanical theory for
spin.

We believe that the fundamental questions about a
classical Lagrangian formulation of intrinsic spin were
answered rather recently by the work of Berezin and
Marinov?? and of Casalbuoni.?* They showed using the
coherent state representation of quantum mechanics that
the classical limit of a bosonic operator is an ordinary
classical quantity but that the classical limit of a quan-
tum mechanical fermionic operator is an anticommuting,
but otherwise classical quantity. This explains why La-
grangians have easily included bosonic excitations, such
as photons, acoustic phonons, and optic phonons, and
why fermionic excitations have been excluded. Clearly,
classical physics has been limited by its exclusion of anti-
commuting variables, the subject of Grassmann algebra.

The cited works23:24 develop a full canonical formal-
ism for a Grassmann variable and show that the Dirac
quantization procedure?® gives back a quantum theory
of fermions. In particular they show that the Grassmann
algebra G3, whose elements form a real three-component
anticommuting vector, when quantized, yields the nonrel-
ativistic spin-% quantum theory. The canonical formal-
ism produces a classical Lagrangian for a particle pos-
sessing spin % This is readily incorporated into our La-
grangian formulation for magnetic crystals because we
start at the microscopic classical particle point of view
before passage to a long-wavelength (continuum) limit.
Of course, in ferromagnetic materials the “spin” of an

ion is often greater than 1. Since nonrelativistic quan-

3
tum mechanical theories of spin higher than % have the
same structure, we surmise that the spin-% theory with
an altered gyromagnetic ratio can account adequately for
a higher spin. The canonical formalisms of Grassmann
algebras that presumably correspond to spin-%, -%, etc.
particles have not been developed as yet.

In this paper we incorporate the Berezin-
Marinov-Casalbuoni handling of intrinsic spin into our
Lagrangian-based theory of interactions in dielectric
crystals. Section II introduces the Grassmann algebra,
the canonical formalism of a Grassmann variable, and
the Dirac quantization procedure?® for such a variable.
The latter gives credence to the entire formalism and
also serves to motivate the definition of spin in terms of
Grassmann variables. The remaining formulation of the
Lagrangian is presented as briefly as possible since its
conceptual and manipulative background has been pre-
sented in detail before.? The Lagrangian includes all long-
wavelength modes of mechanical motion, that is, acoustic
modes, optic modes, and now spin modes, in interaction
with the electromagnetic field. The crystalline dielectric
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medium can have any symmetry, anisotropy, and struc-
tural complexity. Nonlinearity of any order in the inter-
actions between any of the excitations is included, being
limited only by the requirements of satisfying the con-
servation laws of momentum, angular momentum, and
energy. Since we consider a homogeneous medium (be-
fore excitation), we also present the pseudomomentum
conservation law and, of course, the magnitude of spin
is also conserved. The Lagrangian is constructed in Sec.
111, the equations of motion are presented in Sec. IV, and
the conservation laws are given in Sec. V. Emphasis is
placed on the spin additions and modifications through-
out.

We believe that the previous applications of this La-
grangian approach to a wide range of phenomena provide
ample justification for its further generalization to in-
clude magnetic phenomena resulting from intrinsic spin.
Further, we believe its mode of introduction of spin is
novel and heuristic. We believe this formulation will be
particularly useful for the study of magneto-optical phe-
nomena because of its inclusion of all optic modes which
provide the dispersion to optical properties. Previous
continuum formulations*3~!# do not contain the optic
modes of motion while quantum mechanical formulations
typically lack the generality of this formulation.

II. GRASSMANN ALGEBRA
AND CLASSICAL SPIN VARIABLES

In this section, we distill the relevant contents of Refs.
23 and 24 in order to provide a systematic and com-
plete introduction of the Grassmann algebra and classi-
cal spin dynamics relevant to continuum magnetism. It
is sufficient for the purpose of this section to consider
a single particle. First, we introduce the definition of
the Grassmann variables and their algebraic and differ-
entiation rules. Second, we deduce proper definitions for
Poisson brackets involving ordinary variables and Grass-
mann variables that give the correct form to Hamilto-
nian dynamics and follow a defined property over an al-
gebraic ring. Third, we introduce the action for a non-
relativistic spin-% particle and deduce its canonical vari-
ables. Fourth, we follow Dirac’s procedure to quantize
the classical theory. Finally we show that the algebraic
generators of the infinitesimal canonical transformation
for a three-component Grassmann vector give rise to the
nonrelativistic spin % and that they become the spin op-
erators represented by Pauli matrices after quantization.
We also derive the well-known quantum dynamical equa-
tion of spin from its classical counterpart, which shows
the dual formalism of the quantum spin theory and the
classical mechanics of spins represented through Grass-
mann variables.

A. Grassmann algebra, canonical formalism,
Poisson brackets, and quantization

Grassmann variables are real anticommuting variables

defined by



[§i 6], =&& +&&=0 (i=jori#j),

where 7 and j are three-dimensional vector indices and
[,]+ is an anticommutator. Note that the internal de-
grees of freedom represented by a Grassmann vector can
be higher than 3, in which case it may represent a rel-
ativistic spin—% or other higher-spin particles. Since we
study only the nonrelativisitic spin—% case here and use
the three-component Grassmann vector, we choose its
component indices to be the three-dimensional vector in-
dices for simplicity. The right derivative with respect to
the Grassmann variable is used, that is,

8f (&) = 6&:0f (&;)/9¢&i.

We assume that the dynamics of a classical system can
be described by the action principle, with an action given

by
S = /L (Qi,di;&,fz') dt,

where ¢; are conventional c-number variables, represent-
ing mechanical degrees of freedom of the particle. From
a general variation of the action we get

(2.1)

(2.2)

(2.3)

oL oL :
=0¢;— 1ipi + 66— + 8&;m;, 2.4
0L = ég; £ + 64;p; + 0&; 3t + 0&m ( )
where the canonical momenta are defined by
oL _ 0L (2.5)

i = T = —.
Pe= b4 8

Generally speaking, functions that contain products of
Grassmann variables can be divided into two classes, even
functions having an even number of Grassmann factors
and odd functions having an odd number of Grassmann
factors. They then have the properties

[Ey,Ez] = [E,0] =0, [01,0,], =0, (2.6)

where E;, E,, E and O;, O3, O denote even and odd func-
tions, respectively, and [,] is a commutator. Since a
canonical transformation can mix the characters of gen-
eralized coordinates and momenta, they must have the
same commuting properties. Thus 7 must be an anti-
commuting Grassmann variable because £ is. Therefore
the Lagrangian must be even in the Grassmann variables.
In the three-component Grassmann vector case, the La-
grangian must be quadratic in Grassmann variables and
the canonical momentum must be a Grassmann variable.
Thus for such a system we must have the properties

(L,&]=0, [L,m]=0, (2.7)
[ﬁi"”j]-Q. = [ﬂ-i’{i]+ = 0? [7ri17rj]+ =0. (2.8)
]

OF, 9F;

_ aEz aEl
{E1, B2} = (3%. Bp; 3—11,5;) * (

(0.5} = ~(8,0} = (

_ (80, 80,
(01,02} = (3%‘ Op;

q; Op;  8q: Op:

, 80,30,
dq; Op;
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By setting the variation of the action Eq. (2.3) to
zero, using Eq. (2.4), and using the independence of
the variations d¢; and d§;, we obtain the usual Euler-
Lagrange equations

dor _oL
dtd¢; 9g¢;’

d 0L 4L
—_—— = . 2.9
& o, ~ 9% (29)

By the usual procedure and with the use of the right
derivative of Eq. (2.2) the Hamiltonian is defined as
H = gipi + &imi — L. (2.10)

We can calculate the variation of H analogous to that of
the Lagrangian L to obtain the Hamilton equations

OH OH
L= 7 = 2.11
pi 9g; y i Op: ) ( a)
OH : OH
T = ——o ;= — . 2.11b
7r‘l 861 ’ 61 87|'1 ( )

Note that there is a sign difference between the Hamilton
equations for ¢; and &;. This is the direct result of the
anticommuting property of Grassmann variables.

By using Egs. (2.11) we can evaluate the time deriva-
tive of a general function of the canonical variables

d YA OH 8Z OH 8Z
?&Z(qiapiagiy"rist) = —a? + (8_1),3_% —_ a—qlég)

OH 8Z OH 87
_ (5?152 + 8—6,5?,) . (2.12)

By assuming that the classical Liouville equation

dZ 07
7 E-F{Z,H}

holds here, the Poisson brackets can be extended to in-
clude the Grassmann variables. However, we have not
defined all the operations of the Poisson brackets since
an arbitrary function may be even or odd while H, like
L, must be even. It leaves us free to define the Pois-
son brackets when a function in the position of H in
Eq. (2.12) is odd. In viewing the quantization, the most
important properties of the Poisson brackets are the al-
gebraic ones, and so the Poisson brackets can be defined
in such a way as to have an algebra over a Grassmann
ring, that is,

G{E’O} = {EE,O} = {E’GO}:

(2.13)

(2.14)

where € is an odd constant. With Eqgs. (2.12), (2.13),
and (2.14) we have

O0E, 0E, O0FE,;0E,
8¢; om; 0 om; ) ’ (2:152)
900E OEJ0\ (90 9E _ 9E 80 215t
3& am 65, 67[',‘ ’ ( ) )
80, 80, 80, 80,
o€ om T 0&: om ) ’ (2159
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from which we obtain

{&176_7} = {Wivﬂj} = 01
{&ymi} = —{m;, &} = —di;.

Other algebraic properties of the Poisson brackets are
listed in Ref. 24.

It is convenient to analyze the general algebraic struc-
ture of the Poisson brackets before quantization. Con-
sider a set of homogeneous polynomials of degree k in
Grassmann variables,

(2.16a)
(2.16b)

v = f(qi,pi)iy - &irTj, - (k=R-—1S8), (2.17)

where the degrees of the canonical variables are defined
as

deg (&) = +1, deg(m) = —1,
deg (¢;) = deg(pi) = 0.

(2.18a)
(2.18b)

Obviously, vg is an even or odd variable depending on
whether k is even or odd. Thus we have

VRUE = (—l)hlc VRUR. (2.19)

The properties of the Poisson brackets for the homoge-
neous elements are

{vh, vk + Wi} = {vn, vk} + {vn,wr}, (2.20a
{vn, vk} = — (=1)™ {vg, vn}, (2.20b
{vi,vmvn} = (—l)lm Um {1, Un} + {vi,Um}vn,  (2.20c
{viVm, v} = (=1)™" {v1, vn} Vm + Vi {Um,vn}, (2.20d
(=)™ {v1, {Vm, va}} + (=)™ {vm, {vn, 01}

+ (—l)nm {vn; {'U[, vm}} =0,

)
)
)
)

(2.20e)

which can be easily verified from the definitions given in
Egs. (2.15).

Now we want to define a quantum theory such that its
limit A — 0 yields classical mechanics. Using the alge-
braic properties of the Poisson brackets of the Grassmann
polynomials [Egs. (2.20)] we can proceed as in Dirac’s
book.2® Now let vy be quantum variables (which are op-
erators in a Hilbert space), and let the quantum Poisson
brackets have the same properties as the classical ones
in Egs. (2.20), but not the properties (2.15)—(2.19) that
give rise to them. We calculate the quantum mechanical
Poisson brackets {vjvm,v,vp} in two different ways, us-
ing Egs. (2.20c) and (2.20d), respectively. By equating
the results we get

[vn'uz — (—1)nl Ulvn] {Vm,vp}

= {vn,u} [vmvp - (=)™ v,,vm} (2.21)

from which the quantum mechanical Poisson brackets can
be determined as
vpuy — (—1)™

Vvn = c{vn,u1}, (2.22)

with ¢ a constant independent of v; and v,. If v con-
tains no Grassmann variables, then ¢ must be equal to
ih from the usual quantization procedure. Thus the con-
stant must be i% in the more general case. Therefore, the
quantization rule is

! (2.23)

v — (=)™ vjv, = th{v,, v},
which can be specialized to the various cases of even and

odd operators as

[El, Ez] =1ih {El, Eg} s (2243)
[0,E] =ik{0,E}, (2.24b)
[01, 02]+ = zh{Ol, 02} . (224C)

B. Classical spin—% systems

It is well known that the quantum coherent states of
Bose particles yield the amplitudes of classical oscillators
in the limit # — 0. Analogously, Casalbuoni?* showed
that the quantum coherent states of Fermi particles yield
in the classical limit (% — 0) the amplitudes of a system
characterized by Grassmann (anticommuting) variables.
From the propagator of the coherent-state representation
of a quantum system consisting of both a boson and a
fermion, he deduced the action of the system in the clas-
sical limit to be

.2
/Ldt:/ [%Z&éﬁ-%qz_v(q,&) dt, (2.25)
=1

where §; is a two-dimensional Grassmann variable and
the bracketed quantity is the Lagrangian L.

Casalbuoni argued inductively that a fermion having
internal degrees of freedom, such as spin, would lead to
a similarly structured Lagrangian but involving an N-
dimensional Grassmann variable, thus making the sum-
mation in Eq. (2.25) over N components. We call the
summed term the kinetic Lagrangian; it is not a kinetic
energy since it disappears from the Hamiltonian, it is first
degree in the time derivative, and it is proportional to the
imaginary unit. From the Euler-Lagrange equations we
obtain the dynamic equations for the system as

. av : K%
mq; = ~3g’ &= —1(96. )

which shows that the dynamic equations for &; are first-
order differential equations with respect to time, just as
the well-known torque equation for spins.

We now show using Dirac’s procedure of quantization
that a system with N = 3 corresponds to the classical
nonrelativistic spin-1 system. From Egs. (2.5) we ob-
tain the canonical momenta from the Lagrangian in Eq.
(2.25) (with N=3) to be

(2.26)

pi = mtji, ™, = —-—;—5,'. (227)

Note that unlike the usual canonical variables p; and g¢;
the Grassmann canonical variables 7; and &; are not lin-
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early independent for the system described by the La-
grangian in Eq. (2.25). Therefore the expression for ;
is a constraint equation. By defining

Xi =™ + %&', (2.28)
we get from Eq. (2.16)
{xir x5} = —idi;. (2.29)

Hence, x; are second-class constraints.2’> From Egs.
(2.10) and (2.27) we also obtain the Hamiltonian of the
system,
2

H= 32 4V (6. (2:30)
Note that the kinetic Lagrangian does not appear in the
Hamiltonian, thus showing that it is not a kinetic en-
ergy. Also note that when second-class constraints exist
in a system, the quantization procedure should use Dirac
brackets?® instead of Poisson brackets. For the homo-
geneous elements vy defined in Eq. (2.17), the Dirac
brackets are defined as

|

OFE, 0F,

(0.} =—{F,0) = (a—q.-a; ~ 9 om

80, 00,

. OE, 0E,\ .OE, 0E,
(B, Bz} —(aq,.a—,,;—a—q,@:)

{vn,ve}" = {vh,ve} — {vn, xi} (C—l);j {xi>ve}, (2.31)
where (C‘l)ij is defined through

Ci; = {xi, x5} = —idij, (2.32)

which leads to

(C7h),; =i (2.33)
At this point it is straightforward to derive equations
analogous to Egs. (2.20) for the Dirac brackets. They in
turn can be used to derive the analog of Eq. (2.23) in
terms of Dirac brackets,
vy — (=)™ vpv, = ik {va, ui}*. (2.34)
Since no dependence on 7; appears in the Hamiltonian
(2.30), we can assume that any physical quantity (E,,
E,, E, O;, Oy, and O) lacks that dependence. Their
Dirac brackets, Eq. (2.31), thus simplify to

16—&- —az, (2.353.)

80 0E OFE 00 .00 OF
) ~iSE 5 (2.35b)
(2.35c¢)

04,01 = (

dq; Op;

By using Egs. (2.35) we obtain

{a,;} =85, {&, &) = —id;j, (2.36)
which give the fundamental quantization rules
lgi, p;] = 1Rdij, (&, &5), = Rdij (2.37)

of the system according to Eq. (2.34). Obviously, the
Grassmann variables become Fermi operators after quan-
tization.

Also, by using Egs. (2.35) we can obtain the Liouville
equations

. «_ oV

pi = {an} = aqia (2383)
; * BH _ _BV

& ={&, H} = ~iaE = lae (2.38b)

With Eq. (2.27), the above equations are readily recog-
nized as the Euler-Lagrange equations (2.26). This shows
the correctness of Dirac’s canonical formalism.

We have yet to determine the functional form of spin.
It can be shown that if the infinitesimal canonical trans-
formations are performed on the variables £; only, then
these transformations belong to a group Oy under which
the &; transform as the components of a N-component
vector. For the three-component Grassmann vector ¢;

804 00, .00, 00,
dq; Op;

_13—& ot

|
that is studied here, the transformation group is Oz
(homomorphic to SU;), whose irreducible representation

corresponds to Pauli matrices. From the quantization
rule in Eq. (2.37) we obtain

¢ = /h/20,

where o is the vector of Pauli matrices. Therefore, we
can find the classical spin—% functions from the generators
of the O3 group which are

(2.39)

. .
Sij = =5 6, &1 = ~i&&; = e Si, (2.40)
where S is a pseudovector defined as
S= —%& x§. (2.41)

Note that anticommutativity prevents the vector product
& x £ from vanishing. (Note also for contrast that the
scalar product £ - £ does vanish.)
If we calculate the Dirac brackets for S, we obtain
{Sg,Sj}‘ = eiijk. (2.42)
Quantization of the above equation according to Eq.
(2.34) (S; are even variables) yields the operator equation
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[Si, S;] = iheijk Sk, (2.43)

which is the general quantum angular momentum com-
mutator rule. By using Egs. (2.39) and (2.42) the quan-
tized S can be expressed as

Széa’.

5 (2.44)

Thus S is identified as the spin—% operator, which proves
that the classical pseudovector defined by Grassmann
variables in Eq. (2.41) is indeed the spin vector.

Now let us consider the most general Lagrangian for
a classical particle with spin moving in external fields.
Since £ in the potential energy can only appear quadrat-
ically, Eq. (2.25) (with N = 3) becomes

L= %6 €+ %mcjz - Vi(q) —&é&;Vij (q)- (2.45)

Thus, the tensor V;; must be antisymmetric, that is,

i
Vij = Eeijka (a). (2.46)
Hence we can rewrite the Lagrangian (2.45) as
i, . 1
L=16-é+ mi -Vi@+S-V(@). (47

By forming the Euler-Lagrange equations for ;, we ob-
tain

E=¢xV. (2.48)
Using this equation we can obtain the dynamic equation
for spin,

Si = —i€ijréile = €ijxS; Vi (2.49a)

or

S=SxV. (2.49b)
Thus the Lagrangian (2.47) yields the well-known torque
equation for a classical spin.

It is important to realize that the kinetic Lagrangian
term in Eq. (2.47) cannot be expressed in terms of S and
S alone. Thus anticommuting variables are needed at the
Lagrangian level. However, the components of the clas-
sical spin function S commute, [S;, S;] = 0. Thus, at the
equation of motion level of Eq. (2.49) a fully commuting
theory exists.

Since the change in the spin vector is perpendicular
to the spin vector in Eq. (2.49), its magnitude is a con-
stant of the motion, a well-known fact. Note that no
constraint was imposed in this theory on the classical
Grassmann variable £ to obtain this result. Note also
that £ represents the internal degrees of freedom of an
individual particle in this theory. In contrast, previous
theories of magnetism having continuum origins!3~!7 in-
troduced only the total saturated magnetization of the

body and phenomenologically constrained its magnitude.
The previous Lagrangian approach!® used the magneti-
zation of an individual particle as a Lagrangian variable
and invoked a phenomenological constraint on its mag-
nitude.

Finally, we note that the nonrelativistic Lagrangian
theory for spin greater than % has not been studied yet.
However, based on the quantum theory of spin where
there is no difference in formulation between spin % and
higher spin in a nonrelativistic case, we surmise that our
formalism should accommodate the higher spin by al-
tering the gyromagnetic ratio in the magnetic moment
associated with the spin.

III. LAGRANGIAN DENSITY
IN SPATIAL AND MATERIAL FRAMES

In this section, we extend the well-developed contin-
uum Lagrangian formalism? to include spin magnetism
by using Grassmann variables to describe the internal
degrees of freedom of particles with spin in a dielectric
crystal. We give only a summary derivation of the La-
grangian formalism here since a full exposition of the
development is given in Ref. 2.

A. Total discrete Lagrangian

As mentioned earlier, our theory, though a macroscopic
theory, is derived from microscopic physics by a long-
wavelength limit. We regard a crystal as an array of
point particles. We allow the primitive unit cell to con-
tain N particles, which are labeled by a lowercase Greek
letter, say, a. These particles should include all of the
ions and, depending on the problem under study, one or
two bonding electrons. Each particle has a fixed charge
e* and a fixed mass m®. Its position is x*" where n,
which has three integer components, labels the primitive
unit cell of which the particle is a constituent. If the
particle has spin, we attach the three-component Grass-
mann vector £€” to describe its internal (spin) degrees
of freedom, just as the spatial vector x*™ does to the
mechanical degrees of freedom.

The particles reside in a vacuum and are subject to
bonding forces between themselves. The bonding forces
are short-range forces and are described by a potential
energy V (x",£°"). As we see later, the generalized ex-
pansion of this potential produces all the possible bond-
ing force energy terms including the exchange energy of
particles with spin derived by Akhiezer et al.2é There
are also macroscopic (or long-range) electric and mag-
netic fields existing in the vacuum around the particle
that give rise to body forces. These electric and mag-
netic fields can be created by the medium itself or can
be created externally. Their interaction energy with the
medium is included in the interaction Lagrangian.

The total Lagrangian L of this system consists of three
parts

L=Ly+L;+ Lp, (3.1)
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the matter Lagrangian Lys, the electromagnetic field La-
grangian Lg, and the field-matter interaction Lagrangian
L;. They are defined through

Ly = %; (m=(xm)? + igom - &)

n

Ve, o, 52)
Lp= / % (60E2 - LI—OBZ) dv, (3.3)
Ly =) {e*[x°" () - A (x™,t) — & (x*, ¢)]

Fuese™ (xon 1) B (x°", 1)}, (3.4)

where dv = dz;dz2dz3 is the spatial coordinate system
volume element. In the above equation, E and B are
electric and magnetic induction fields expressed as func-
tions of the scalar and vector potentials,

dA
B=VxA, (3.6)
and
s — _%san X £an (37)

is the spin of the a-particle in the n primitive cell.
u* = g,e®/2m* is the magnetic moment arising from
the spin of the a-particle and g, is the gyromagnetic ra-
tio. By choosing the interaction energy of spin magne-
tization with the magnetic induction field in Eq. (3.4)
to have the same form as that in the well-known nonrel-
ativistic quantum theory of spin, we guarantee that the
quantization of our formalism corresponds to the correct
quantum theory of spin % Also from this point of view,
we surmise that our formalism can be extended to include
higher spin by altering g, since there is no difference in
the forms of spin interaction energy for different spin val-
ues in nonrelativistic quantum theory.

B. Continuum limit

The continuum limit of the discrete Lagrangian can be
done by replacing the discrete cell index n (which con-
tains three components) by a continuous variable X, that
is, n — X. This replacement, by not affecting the index
a, retains all modes of motion of the various sublattices
and all the symmetry and anisotropy of the crystal. It
also fulfills the same function of labeling the matter as
the discrete index n did. Therefore we call X the contin-
uum material coordinate vector. All the mechanical and
internal coordinates can be replaced by their continuum
counterparts:

X" (1) o x* (X,t), £ (t) - 7% (X,8) 02, (3.8)
where T stands for total, meaning it consists of a spon-

taneous value, and a variation from that value, and Qg
is the volume of a primitive unit cell. Also in the con-

tinuum limit sums over the cell index n become integrals
over the continuous material coordinate X, that is,

SR (0),67 (1))

= oo [ PO (X0, €7 (X,)av, (39)
0
where dV = dX,dX2dX3. We can also define the mass
density and charge density as
pa = m"/ﬂo,

q® = e*/Qo. (3.10)

C. Center-of-mass and internal motion fields

It is easy to see that the continuum measure of the
center-of-mass position of a primitive unit cell,

Yo pox*(Xt)
x(X,t) = S (3.11)

represents the position vector for a mass point in contin-
uum mechanics. Since the material coordinate X repre-
sents the undeformed position of the mass point that it
labels, the spatial (or deformed) position x as a function
of X and ¢, x = x(X,t), or its inverse, X = X (x,t),
is called the deformation transformation. The differ-
ence between the deformed and undeformed positions of
a mass point is defined as the displacement vector

u; =; — 0;4X 4. (3.12)

Note that spatial frame components are denoted by low-
ercase subscripts and material frame components are de-
noted by uppercase subscripts even though the choice of
the Kronecker é as the shifter tensor in the Eq. (3.12)
shows that both types of coordinates are referred to the
same rectangular Cartesian axes. The displacement vec-
tor u (or equivalently x) carries all the momentum of the
material medium. Its dynamic equation describes the
three acoustic modes.

The other linear combinations of coordinates describe
3N -3 internal degrees of vibration and are called internal

coordinates or internal motion fields. They are defined
by

N
yTH = ZU#axa (X,t), p=1,2,...,N—1, (3.13)

a=1

where T has the same meaning as used in £€7%. Since
all the momentum of the material medium is carried by
the center-of-mass field, the other linear combinations of
coordinates must not carry any momentum of the mate-
rial medium. This can be guaranteed by requiring the
internal coordinates to be invariant to displacements of
the crystal in space, that is,

N

ZU‘“" =0.

a=1

(3.14)
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If we let yT° be x, we obtain U = p>/p® where p° =
> o P™. We denote the inverse transformation as

N-1
x* = Z veryTh o =1,2,...,N, (3.15)
p=0
with orthogonality relations
N N-1
S urever =grr, N VU =48 (3.16)

a=1 v=0

We can also choose the new coordinates so that the ki-
netic energy is diagonal for further convenience, that is,

N N-1 2
a (o a2 v (e Tv
Y= Nm ™), (3
a=1 v=0
from which we obtain
myUv* = pvVr, (3.18)
J
1 1= PR
_ 0/o\2 - v(e Tv o Ta  ¢Ta
Lyum=5p (x) +2;m ™) +2az::1€ £

where p°% is the stored energy density in the contin-
uum limit.2 Since the volume elements dv = J (x/X) dV
are related by the Jacobian between spatial and mate-
rial frames, the matter Lagrangian density in the spatial
frame in Eq. (3.19) can be obtained from that in the
material frame by multiplying by J~!. This also gives
the spatial frame or deformed mass density as p = p°/J.

As seen from the previous section, the Hamiltonian
of a nonrelativistic classical spinning particle is identical
to its quantized one. We know that the Hamiltonian
of a nonrelativistic quantum mechanical model of spin
contains only spin operators. Therefore, we conclude that
the stored energy contains only spin functions instead of
other functions of Grassmann variables.

The stored energy is constructed as general as possible
while conserving energy, momentum, and angular mo-
mentum. These require, in order, that the stored energy
must not be an explicit function of time, z or x, and be a
function of a minimal but complete set of rotationally in-
variant measures of the mechanical coordinates and the
spin density vectors and their first derivatives. Since
perturbations of the medium are typically small, a series
expansion in terms of the rotational invariants can be
truncated at a finite number of terms for some particular
interaction only if the rotational invariants vanish in the
natural state of the crystal. These several requirements
are met with the choice of

II*) = X4, (6:8YE +9)) — Y4, (3-21a)
Mip = Xa,¥; B (3.21b)
TS = X4, (8:85% + s2) — S5, (3.21c)
I'is = X487, (3.21d)
EaB = (zi,a%i,p — 04B) /2, (3.21e)
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The Grassmann vector £€* describes the internal de-
grees of freedom of a particle with spin. Thus, it does
not carry any momentum of the medium.

D. Matter Lagrangian density and stored energy

As seen previously, the matter Lagrangian is the dif-
ference between the sum of the kinetic energy of motion
and the kinetic Lagrangian of spin and the potential or
stored energy that describes all the short-range interac-
tions of the material medium. The matter Lagrangian
density is defined in the two reference frames through

Ly = /LMMdV-': /CMsdv. (3.19)

It can be obtained most naturally in the material frame
from Eq. (3.2),

- p°S(y™ (X, 1), yT (X, 1), €7 (X, 1), 6752 (X, 1)), (3.20)

as rotational invariants, where

vl = 6:;8YE + ¥, (3.22a)
1
sg‘a = _Eet]kéfagg‘a = 61353 + 3,,:0 (3.22b)

are used. l;,'g’ and S§ are natural-state or spontaneous
values of y; ¥ and s; ®. y! and s{* represent deviations
from the natural state. The stored energy can now be
written as

p°% = J (x/X) pE (I, 1% 5, T3, T p, Eap) -

We now look at some typical terms of the rotational
invariants of the spin functions and their derivatives in
the expansion of the stored energy. In order to compare
with those obtained by Akhiezer et al.,2® we consider
a purely optical phenomenon at frequencies to which
acoustic modes cannot respond. Therefore, we can set
all coordinates expressing deformation to zero, which is
equivalent to setting u; to zero in Eq. (3.12). Thus the
difference between spatial and material coordinates dis-
appears simplifying the rotational invariants to I'§ = s
and I'g; = ;.

If we compare the terms in the series expansion of the
stored energy with those obtained by Akhiezer et al.2
we can see that the quadratic term of I'f; corresponds to
the exchange energy between particles with spin, which is
the most important short-range force potential for spin
in ferromagnetic and antiferromagnetic dielectric crys-
tals. Also in these materials, spins are oriented on each
sublattice in the natural state, which means S are not
all zero. Therefore the term linear in I'{ in the series
expansion of p°Y is important, just as the spontaneous

(3.23)



50 LAGRANGIAN TREATMENT OF MAGNETIC DIELECTRICS 1031

polarization in a ferroelectric material. It corresponds to
the spin magnetic dipole interaction energy in a mean
field that is generated by the spins themselves. When
combined with the interaction Lagrangian, we can inter-
pret its relation with the spontaneous magnetic induc-
tion field in the medium. We discuss this further in the
next section in which we study the equation of motion
for each excitation mode. The quadratic term in I'§ can
be considered as a higher-order contribution of the same
interaction. The term linear in I'$} is a part of the ex-
change energy, which exists only if the crystal lacks a
center of symmetry, and the bilinear term of I'Y* and I';,
can be considered as its higher-order term. According
to Akhiezer et al.2® both of these two terms are usually
negligible.

E. Interaction Lagrangian and multipole expansion

The continuum limit of the interaction Lagrangian of
Eq. (34) is

Ly = /ﬁ[MdV = /std'v, (3.24)

Lis =J 'L, (3.25)
where the spatial frame interaction Lagrangian density

that is not related to spin is

cs=j-A—qd (3.26)

and

g@t) =Y ¢ / 5(z — x> (X, ) )dV, (3.27)

=Y 3 (K056 - (Kav. 629

The charge and current densities can be expanded in
terms of u® = x* — x since all particles in a unit cell are
localized in dielectrics and thus the expansion is guar-
anteed to converge in the long-wavelength region. By
invoking the dielectric assumption or charge neutrality
of a unit cell, 3 ¢* = 0, multipole expansions of Eqgs.
(3.27) and (3.28) yield the dielectric charge and current
densities?

¢®(z,t) =-V-P+VV:Q, (3.29)
Pt =2 +vx@xx)- 2 (v-8)
-V x [V . (6 X x)] +V x M¢,  (3.30)

«
where the polarization P, quadrupolarization @, and
magnetization M€ from the motion of bound charge are
given by

P= Z 7 y (3.31)
o 1 qpu prTu
Q= ; z (3.32)
| q"‘u x 0% g*yTH x yT
M° =2 ; == Z (3.33)
Here ¢”, g*¥ are charge densities defined as
(3.34)

v = Z Vav, quv = Z qavayvav.
a a

When the range of summation over internal coordinate
designations p, v is not shown, a range 1,2,...,N —1is
implied.

We treat the spin interaction with a magnetic field sim-
ilarly. From Eq. (3.4) we know

‘s =Z/6(z—x° (X,1))
xp*sTe(x* (X,t),t) - B (z,t) dV. (3.35)

Therefore we can define the spin magnetization as

Z“ / (x*(X, 1), £)8(z — x* (X, £) )V,
(3.36)

thus giving
£ls = M*.B. (3.37)

We carry out the multipole expansion in terms of u® as
follows:

Zu/ (x+u*)d(z—x—u*)J 'dv
=Z;ﬂ / o7

—u*- V| 6(z—x)]J 'dv

_ZJ 1 aTa_Z”a

Since we only keep magnetization at the dipole level, the
last term in the above equation can be dropped. There-

fore we have
Z J-—l a Ta )

We can define a spin current j* so that we can rewrite
L3g as

@ V|, sT) [0 (z - x)

(u*J~1)] sTe. (3.38)

(3.39)

L3s =3 A. (3.40)
This can be done by rearranging the term (3.37) into a
perfect derivative minus a new term. The perfect deriva-
tive can be dropped as being unable to affect the equa-
tions of motion, which then yields
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=V xM°® (3.41)
Now we can write the total £;s by using the multipole
expansion as

Lis=j-A-qP®, (3.42)

where

i=iP+j° (3.43)
is the total bound current.

Although the interaction Lagrangian density of Eq.
(3.42) can be used with charge and current densities,
there is an interpretive value to transforming L;s to a
function of the fields E and B, which, of course, are still
functions of the Lagrangian variables A and ®. This
is done similarly to the change from Eq. (3.40) to Eq.
(3.41). The result is

Lis=P-(E+xxB)—E-V.{

-B-[(v-8+Q-v) x%|+M-B, (3.4

where M = M° + M is the total magnetization.

F. Field Lagrangian density and total Lagrangian
density

From Eq. (3.3) the spatial frame field Lagrangian den-
sity is
(3.45)

LFS = —1- (60E2 — —1-B2)
2 Ho

(the corresponding material frame density is not needed).
The total Lagrangian density is simply the sum of the
matter Lagrangian density, interaction Lagrangian den-
sity, and field Lagrangian density,

L=Lpy+Lr+LF. (3.46)
Construction of the Lagrangian density is now complete.
In the next section, we give the resulting dynamic equa-
tions for all the excitation modes in ferromagnetic, anti-
ferromagnetic, and ferrimagnetic dielectrics.

IV. DYNAMICAL EQUATIONS

A. Maxwell-Lorentz equations

The Lagrangian density developed in the preceding

section is a function of the Lagrangian variables x, y ¥
J

v Tv
mUy;  —

unuezjky] Bk - Z q“ etjkyj Bk = q (E +ez]kz1Bk

1 T,
P o —
+5 E“ q sz]kyj By 8y1~T" +

(v =1,2,...,N—1), £€T* (a« < N), &, and A, and an
equation of motion for each can be found. The Maxwell-
Lorentz equations can be obtained most naturally in the
spatial frame from Euler-Lagrange equations for ¢ and
A. This is because the field and interaction Lagrangian
densities (3.42) and (3.45) are most easily expressed in
the spatial frame. The Euler-Lagrange equation for @
readily yields

&V -E = 4P, (4.1)
where ¢P is the dielectric charge density given by Eq.
(3.29). Similarly the Euler-Lagrange equation for A
yields

LoxB-eE-; (4.2)
Ho ot

where j is the total bound current consisting of dielectric
current and spin current given in Eq. (3.43).

The electromagnetic equations (4.1) and (4.2) are in
the Maxwell-Lorentz form in which E and B are re-
garded as the fundamental electromagnetic fields and the
response of the matter is determined entirely by ¢ and j
which are expressed in terms of the matter response fields

P, M¢, a, and M?. They are functions of mechanical
coordinates and spin densities of the matter defined by
Egs. (3.31), (3.32), (3.33), and (3.39) in our Lagrangian
formalism.

The Maxwell-Lorentz equations in conjunction with
Egs. (3.29), (3.30), and (3.41) can be reexpressed in the
Maxwell form by defining the electric displacement field
D and the magnetic field H through

D=¢E+P-V.0Q, (4.3)

HEB/Mo—ka—M+V-(5xx>. (4.4)
Thus, the Maxwell equations for a dielectric are

V-D=0, (4.5)

VxH-0D/dt =0, (4.6)

V xE+0B/dt =0, (4.7)

V-B=0, (4.8)

where the last two equations are the direct consequences
of the definitions of E and B in terms of vector and scalar
potentials given by Egs. (3.5) and (3.6).

B. Dynamic equations for internal motion flelds

The Euler-Lagrange equations for internal motion
fields in the material frame yield

Zq‘“’ Te (Eji+ejmenBi)

+§ S gyt (B + Gikzz‘sz,j)
m

8[)02 d BpoZ

dX4 yTY
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This equation can be simplified by expanding the total
time derivative of the magnetic induction field B;, and
using two of the Maxwell equations, Egs. (4.7) and (4.8),
to obtain the dynamic equations for yT#,

m* il = ¢“ € + Z Q“Vy}‘“gi,j + quveijkg}‘#Bk
17

u
6,002

d 8poT
_ Z“:q#"eikzyf"ik,sz - a7 1 ax, az%z )
(4.10)
where
£=E+xxB. (4.11)

C. Dynamic equation for spin

The Euler-Lagrange equations for the Grassmann vari-
ables ¢7¢ yield in the material frame

d 08p°%
. (4.
dX 4 8s{% ) (4.12)

_ 6p°%
83{"‘

£re = et (lf’Bk

Similarly to the manipulations in Sec. II, we obtain the
dynamic equations for the spin density from Eqgs. (3.22b)
and (4.12) with the well-known torque equation

dsTa _

7 — uasTa Xeﬁ'Ba

(4.13)

resulting, where *¥B is an effective magnetic induction
field exerted on the spin of the a-sublattice expressed as

1 (80°S d 8p°%
Ape = B, — — - . 4.1
Bi =B~ 2\ 5sT= ~ X 8572, (4.14)

In ferromagnetic, antiferromagnetic, or ferrimagnetic
materials, the spins in each sublattice can be aligned
along one or more directions in the crystal; that is, the
spontaneous or natural-state values of sublattice spin S¢
are not zero. In order to simplify the following discus-
sion, we assume that the geometric shape of the crystal
guarantees that the spontaneous magnetic field is homo-
geneous in the entire crystal. If we expand the stored
energy based on the rotational invariants in Egs. (3.21)
to the linear term in s7® and setting s* to zero, we obtain

S* xfBS= = 0, (4.15)
where the spontaneous value of the effective magnetic
induction field is defined as

ME

efpSa S
'B3* = B3 —
A A ”a

(4.16)
and M is the coeflicient of I'§ in the stored energy ex-
pansion. Generally speaking, Eq. (4.15) is satisfied if
S*||*fBS is satisfied. However, the interaction energy
density of spin magnetization with the magnetic induc-

tion field is a part of the total energy, just as the stored
energy is. If we use the fact that the natural state of mat-
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ter is the minimum free energy state and B is known,
5S> — 0 should be satisfied and thus can be used to
determine the coefficients of the linear terms of s® in
the stored energy expansion. An analogous example that
shows the relation between spontaneous electric field and
spontaneous polarization in a ferroelectric dielectric is
given in Chap. 8 of Ref. 2.

D. Dynamic equation for the center-of-mass field

The dynamic equation for the center-of-mass field can
be obtained from the Euler-Lagrange equation for x in
the material frame to be

p°%; = —€ijk Bk + €ijxBj gkt + €k Brpr
+€ij. T Br im Qim + OEi,kPk + E; jig
d 0p°%Y
B . —_— ,
+m] 7t + dXA 6:12,'"4

(4.17)

where p = JP, 7 = Ja, and m = JM are polariza-
tion, quadrupolarization, and total magnetization in the
material frame. A spatial frame form of Eq. (4.17) use-
ful for deriving the momentum conservation law in the
next section can be found by the manipulations described
before? to be

pi; = qF; + €ijid; Br + th ), (4.18)

where tf{ is the elastic stress tensor defined as

0Qq; .

th = &P+ €ije —%l + (QijEm) ,, + Ezijm) By
—2€jkQimTj,m Bk + 2Qim&im — (Qum&:)

19p°

4.19
Bmi,A ( )

+J~ Z,A-

V. CONSERVATION LAWS

A. Spin conservation

The form of the spin precession equation (4.13) leads
immediately to the spin conservation law. By forming a
scalar product of Eq. (4.13) with J~'sT we obtain

1d 1o 1oy 0 [sT-sTe 9 [sTe.sTeg
7a @ =g () e (T

=0, (5.1)

which states that the magnitude of each sublattice spin is
conserved. The expression on the left of Eq. (5.1) is the
material frame form of the law while that on the right is
the spatial frame form.

B. Momentum conservation

Since momentum is inherently a spatial frame quan-
tity, it is natural to express its conservation law in the
spatial description, that is, with z,¢ as the independent
variables. First we obtain a momentum continuity equa-
tion from the equation of motion of the center-of-mass
field that carries all the momentum of the matter. Equa-
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tion (4.18) can be recast into a momentum continuity
statement

7] 0 g

— (pi;) — — (¢t
ot (pﬂ! ) azl ( il

The momentum continuity equation for the electro-
magnetic field is obtained by forming a vector product
of Eq. (4.2) with B, a vector product of Eq. (4.7) with
E, a product of Eq. (4.1) with E, and a product of Eq.
(4.8) with B/puo, and adding them to obtain

- p&it;) = 9B + (jx B);.  (5.2)

omy
821

where the electromagnetic stress tensor is defined as

(5.3)

0 .
-6—t (GOE X B)’L - = —qu - (-] X B)i’

1 1
my = €oE; B + —I—BiBl - = (GoEkEk + —BkBk) it
Ko 2 Ko

(5.4)

The addition of Egs. (5.2) and (5.3) gives the conserva-
tion law of momentum in the spatial frame
— piiz) =0. (5.5)

3}
= (px + ¢oE x B), — (tﬁ + my

0
ot 9z
Note that neither the internal motion nor spin equations
contribute to this conservation law as expected since nei-
ther can carry momentum.
J

od o ol
TE U8 =5 5

—'etlkfkmn2Q1pmm P

yTu ap
LA 8y,1c"yy

-1
—€itnJ
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C. Angular momentum conservation

We form an angular momentum continuity equation
of each field since each is capable of possessing angular
momentum. First, we form a vector product of x with
Eq. (5.2), the modified form of the dynamic equation for
the center-of-mass field. It becomes

o . 1s] .
5 [(px x x);] + 7— [p(x x x); &1 — e,-jk:cjtkE,]

82[

= —GilktkEl +q(x x E), +[x x (j x B)];.

(5.6)

Second, we form a vector product of x with Eq. (5.3),
the momentum continuity equation of the electromag-
netic field, to obtain after some rearrangement

(€ijkT;met)

0 9]
e [eox x (E x B)]; — 9%

=—q(xxE), - [xx (j x B)],. (5.7)

Third, we form the vector product of J~'yT" with
Eq. (4.10) and then sum it over v for all the internal
coordinates. We obtain

a4
= =+ — (li31) = canPri€i + 261k QumErm + €t J ™" ZQ""kanyz "§I¥ By

puv

— ed IZ Tuap 2

( zlkJ—lz a Tu

where ' is the angular momentum density of internal motions in the spatial frame defined as

Zpu Tu

with p¥ = J " Im¥

Fourth, we multiply Eq. (4.13) by J~! and then sum it over a,

d 81"
J — (JIE
dt (JE) = ot

0 ...
5‘;{ (U2

L))
= eurM; By + ( Eukz 3sTa Tumm,A>

where I° is the spin angular momentum density in the
spatial frame defined as

s _ J~1 ZSTQ'

Finally we add the angular momentum continuity
equations (5.6), (5.7), (5.8), and (5.10), together. Af-
ter considerable manipulation and cancellation of terms
this leads to the angular momentum conservation law in
the spatial frame,

(5.11)

. a T 8\
o (xxg+U+1%), + o [*ﬁjk%‘tfl + (l+ 1) @

i (
90’ 1, Ta
—Cijky (E 9y Tu T Z Os Ta 8; ) z’v‘{l =0,

(5.12)

,m

yl m,A) ) (5.8)
(5.9)

) _ 8p°%
—J1 Ze,,ksff‘a 3pTa —J 12 ’lkslAapTa , (5.10)

[
where g = px + ¢oE x B is the total momentum density
of the system and t;, = t5 + mu — pird; is the total
stress tensor.?2 We note that all the dynamical equations
contribute to the density and flow of angular momentum.
It is worth noting that a rearrangement of an inter-
mediate step in the derivation of Eq. (5.12) yields an
important statement concerning the asymmetry of the
elastic stress tensor (4.19),

1d i s
—J—E [J(lj + lj)] = €jkl [tﬁc + (kagl),m] . (5.13)
This statement, without the effects of intrinsic spin and
those from the magnetization and quadrupolarization
arising from charge, has been discussed before.2:27 Briefly

it states that the elastic stress tensor and the quadrupo-
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larization term in Eq.

the internal angular momentum density of the interna

motions and, as seen here for the first time, the intrin-
sic spins also. The new spin density term l° can easily
dominate the internal motion term I’ in ferromagnetic

and antiferromagnetic crystals. This may have impor

tant implications in the choice of crystals in the search
for violations of the Cauchy symmetry of the stiffness
tensor near second-order phase transitions driven by a

soft mode, an effect previously predicted.?”
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(5.13) can be asymmetric with-
out violating angular momentum conservation. Instead,
the torque created by the asymmetry causes a change in
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D. Energy conservation
To obtain the energy conservation law we form the

continuity equation of energy for each field and then add
them together. First, we form the scalar product of x
with the equation of motion of the center-of-mass field in
the spatial frame, Eq. (4.18), to obtain

% (Jp32/2) = (px2/2) + 5 (px &;/2)
]

1

p.’L',.'E, = J_l

= (tEa ) —thdy; + z; [qFB; + (§ x B) (5.14)

Second, we form the scalar product of J~1yT¥ with

the dynamic equation for the internal motion ﬁeld Eq.
(4.10), and then sum it over the index v. We obtain

Izmu T - Tu J—ldt (JZP
el (va_ (y;Tv

7)
>)+gf

ZPV} 37)’ ij]

__J—l unyTuS +J lzquuyTuy}'ug »

v Tv J- L, 0p°%
-J! E 'y T E:Jkyt 1'.7 1B — J 71 E : 7 By,T"
_ 8p°L _ 0p°T
1 Tu v
IS+ (7S i) 15
v ‘y ,j

Third, we form the continuity equation for the electromagnetic ﬁeld energy. By forming the scalar products of —E
with Eq. (4.2) and B/po with Eq. (4.7), and then summing them, we obtain the familiar continuity equation for the

electromagnetic field energy as
7] B?
at
Next we form the scalar product of —J 1

B; d n L o OM B
—_——— (JM‘) = ‘-‘é't— azl (BtMi .’l:z) +

E()E2

( 2 210

-B;

__)+v

ExB
Ho

(222)-0s

(5.16)

1*B with the dynamic spin equation (4.13) and sum it over a,
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By adding Egs. (5.14), (5.15), (5.16), and (5.17),
conservation law expressed in the spatial frame to be
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It is interesting that the spin magnetization and mag-
netization from the motion of bound charge contribute
differently to the energy density and to the flow of energy
in the conservation law (5.18). The spin magnetization
enters the energy density as if it were a (negative) stored

Bs Ta 3k TLA (5.17)

D) (i),

and after c0n51derable manipulation we obtain the energy

)

T2 . .
+Z%—(y?) +p2—M‘-B):::j—(t5+M,~Bj—M~B6,-j)z,

6pETV
2

v

apz Ta
aTcz

S J

)%

+2 5T

i

energy in spite of its origin as an interaction energy in Eq.
(3.4). The magnetization due to the motion of charge,
like all other non-spin-interaction energy terms, does not
contribute to the energy density. Note that the magneti-
zation from the motion of charge described in our theory

)esa] <o

(5.18)
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is due to the long-wavelength motion of (mostly ionic)
charged particles which are affected by both macroscopic
electric and magnetic fields. However, the atomic or-
bital magnetization, which can be viewed as originating
from electrons rotating very fast around an ion, is not
accounted for by the internal motion fields since such
motions are certainly not long wavelength. Neverthe-
less, the atomic orbital magnetization has almost identi-
cal properties as the spin magnetization, as known from
quantum mechanics. Therefore, we can treat it as spin
magnetization. We surmise that our formalism should
accommodate the atomic orbital magnetization by alter-
ing the gyromagnetic ratio in p°.

E. Pseudomomentum conservation

The pseudomomentum conservation law has been
found to have important implications® concerning the
Minkowski-Abraham controversy about the nature of the
momentum density of a light wave in matter and also

J

dt

d
~iXa { —dca

+p-(E+x x B)+ m-B + qu(Ek,; + €xjit; Bii) | — zic

It is interesting and somewhat surprising that the Grass-
mann variables appear in this equation rather than only
spins.

The full implications of these Grassmann variable
terms are not presently understood. Evaluating Eq.
(5.19) for a linear light wave shows that the Grassmann
term in the pseudostress tensor just cancels the spin part
of m - B. However, the Grassmann term in the pseu-
domomentum density becomes ¥,u*S* - Bkc/w where
k and w are the wave vector and frequency of the light
wave. Evaluating the Grassmann terms of Eq. (5.19) for
a spin wave appears more complicated with both such
terms vanishing under high-symmetry conditions but not
under lower-symmetry conditions. Further work on un-
derstanding these terms is necessary.

VI. DISCUSSION AND CONCLUSION

We believe the development of this paper presents a
complete, fundamental, and natural solution to the prob-
lem of classical (i.e., long-wavelength or continuum) mag-
netism from intrinsic spin in dielectric crystals. It is com-
plete because it includes in the formulation interactions
of the spin magnetization with all the other excitations
(acoustic, optic, and electromagnetic) of the medium at
any order of nonlinearity constrained in form only by the
conservation laws. It should be remarked that an optic
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concerning the interpretation of related experiments.28:2°

Pseudomomentum conservation results from the homo-
geneity of a material body quite analogously to momen-
tum conservation resulting from the homgeneity of space.
For the pseudomomentum conservation law to be exact
the body must be infinite in extent. However, if the body
is very large compared to the interaction region or wave-
length of the probe, it is a good approximation and hence
useful.

The pseudomomentum conservation law can be found
by (a) forming a scalar product of Eq. (4.17) with —z; ¢
over ¢, (b) forming a scalar product of Eq. (4.10) with
—yg’g over i and summing the latter over v from [ to
N —1, (c) forming a scalar product of Eq. (4.12) from
the left with —< 1T & over ¢ and summing over «, and (d)
adding the three contributions. Since the electromag-
netic field is not material based, its equations do not
contribute. After considerable manipulation a material
frame (X,t independent variables) conservation law re-
sults in the form

d .
0 v Tv,K T Ta¢Ta 1 Tu, T
—|=p TiTic — E m'y; Y 6 — 5 E & &G + Ti,c€ijrPi Br + Ti c€iikqi1Brg + 3€ijk E 9""y; ¢v; " Br
v (e 3

nz

P2+ m* (@) 2+ § Y €TET - 8

a

8p°% B
a.’Ei,A

(5.19)

sTe ap;E =0.
7 0siG

mode, as used here, can include electronic or excitonic
modes provided additional stored energy terms account-
ing for the wave vector dispersion effects of the small
mass of such excitations are included. The development
is fundamental because it introduces an internal property
to the individual particles that gives rise to the intrinsic
spin of the particle. Thus new degrees of freedom are
introduced at the particle level and do not require im-
position of a phenomenological constraint in contrast to
previous introductions'3~'® of spin magnetization at the
continuum level. Somewhat paradoxically we regard the
development as natural by its introduction of an anticom-
muting Grassmann variable because the work of Berezin
and Marinov?? and Casalbuoni?* showed that such a vari-
able is the classical counterpart of a fermionic excitation.
This also means that the reverse procedure of quantizing
the classical theory containing Grassmann G3 variables
procedes directly by the Dirac method to the quantum
theory of spin %

The introduction of anticommuting quantities into
classical physics could be considered either a contradic-
tion in terms or another demonstration that intrinsic spin
is entirely “nonclassical.” However, since spin magneti-
zation produces many continuum or classical phenomena
and fermionic excitations require classical anticommuting
variables, we believe that the term “classical physics” has
been wrongly limited to commuting algebra and needs
now an updated and expanded definition to include anti-
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commuting algebra when appropriate. After all, the term
“classical physics” has always been defined in retrospect.

It is an interesting result of this approach that, though
the Lagrangian must be formulated in terms of the anti-
commuting Grassmann variables in order to account for
spin magnetization, at the equations of motion level the
spin, given as a vector product of Grassmann variables,
can be introduced everywhere and a fully commuting the-
ory is then obtained. An exception to this statement ap-
pears to be the pseudomomentum conservation law which
contains terms in Grassmann variables unexpressible in
terms of just spin. These new and interesting terms need
further study and interpretation.

One caveat concerning our approach should be re-
peated. We have used Grassmann G3 algebra in which
the basic Grassmann variable is a real, three-component
vector. Its quantization shows that it represents spin
%. Many ferromagnetic and antiferromagnetic ions have
“intrinsic spin” (total angular momentum quantum num-
ber) of higher values. We surmise that this can be han-
dled by a change of the gyromagnetic ratio parameter
in this theory. Exploration of which Grassmann algebra
presumably corresponds to spin—%, —%, etc., is important
to check this surmise but has not yet been carried out.

As discussed in the Introduction, this Lagrangian
approach, to which the present spin work is a sig-
nificant addition, has had a wide range of suc-
cesses in finding significant errors in supposedly well-
understood phenomena,3~7 in helping resolve long stand-
ing controversies,®® and in producing the first character-
ization of new nonlinear effects.!®~!2 Thus, it is reason-
able to extrapolate from that experience to hopes of com-
parable usefulness of the Lagrangian approach in mag-
netic phenomena. The field of magneto-optic interac-
tions is the most natural place for initial applications of
this theory because it has included all optic modes and
their interactions that play a key role in such phenom-
ena. Previous continuum formulations did not include
optic modes and so are inappropriate for such studies.
Quantum mechanical formulations, on the other hand,
typically are constructed for a particular interaction of
interest and thus are less likely to reveal unexpected ef-

fects that a general formulation as presented here may
evidence. Also, they always introduce the deformation
interaction phenomenologically.

Already at the conservation law level, the present work
has revealed an interesting physical phenomenon: Mag-
netizations from the two types of sources, motion of
charge and intrinsic spin, enter the energy density and
the energy flow differently. This occurs even though the
two forms of magnetization enter both the interaction
Lagrangian and the Maxwell equations in the same man-
ner. Thus this result arises from our inclusion of the
equations of motion of each degree of freedom of the
material medium in the system. This, of course, re-
sults from the Lagrangian representing a closed system
of matter, electromagnetic field, and their interaction.
This appears to be the first derivation of this difference
in energetics between spin magnetization and magnetiza-
tion from moving charge based on classical physics con-
cepts. Comparable results have been obtained by de
Groot and Suttorp3%3! using semirelativistic quantum
statistics. We are in agreement on the nonrelativistic
terms.

Another new result found at the conservation law level
is Eq. (5.13) which shows the important and apparently
dominant role that the angular momentum density of in-
trinsic spin plays in balancing the torques created by an-
tisymmetric stresses. At the linear level these antisym-
metric stresses cause the loss of the Cauchy symmetry3’
of the stiffness tensor in dynamic interactions and thus to
an elastic coupling to infinitesimal rotations. It has been
proposed?? that a Brillouin scattering study of a crystal
near its second-order phase transition that is driven by a
zone-center soft optic mode could verify the prediction.
The significant involvement of intrinsic spin in Eq. (5.13)
suggests that a qualifying ferromagnetic or antiferromag-
netic crystal may be the optimum choice for study.
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