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The dependence of the mobility of n-InAs on temperature and electric field was measured
between 4.2 and 30 K and 0.05 and 10 V/cm, respectively. Furthermore, the variation of the
nonoscillatory as well as the oscillatory part of the magnetoresistance (Shubnikov-de Haas
effect) with applied electric field was studied experimentally. It was found that the decrease
of the amplitudes of the Shubnikov-de Haas (SdH) effect depends on the time after application
of the electric field and allows a direct time-resolved observation of the increasing electron
temperature. The non-Ohmic transport is interpreted with the aid of an electron-temperature
model. At electric fields below 0.3 V/cm, where the electron gas is strongly degenerate,
electron temperatures are deduced from the decreases of the SdH amplitudes. At higher fields
the degeneracy decreases gradually and electron temperatures are obtained from a compari-
son of the field-dependent non-Ohmic mobility and the temperature-dependent Ohmic mobility.
From energy-balance considerations, the dependences of the electron temperature and the
mobility on the electric field strength are calculated up to 10 V/cm assuming that ionized-im-
purity scattering is the dominant mechanism for momentum relaxation. The energy loss was as-
sumed to involve scattering by acous tic phonons via the screened deformation potential and the
screened piezoelectric interaction, and also scatteringby polar optical phonons. A value of 4.05
eV for the deformation potential constant yielded good agreementbetween the experimental and the
calculated dependence of the energy-los s rate on the electron temperature up to 18 K. Above 18 K
the energy loss because of polar optical phonons, which is calculated for a degenerate electron
gas, dominates the increase of the electron temperature and leads to a kink in the mobility-
field characteristic. The nonoscillatory positive magnetoresistance is shown to be dependent
on the electric field. The negative magnetoresistance of the samples under investigation was
studied between 2. 4 and 4. 2 K. A semiempirical relationof the form Qp/pp = B~ in[1 +B2(T~I3 j
was used to analyze the data.

I. INTRODUCTION

The study of hot-electron effects in III-V com-
pounds has been the subject of a large number of
papers. Considerable effort has been devoted to
the investigation of high-field transport in n-InSb'
and n-GaAs' "at low temperatures. The main
purpose of most of this work was the investigation
of the momentum- and energy-loss mechanisms of
the electrons to the lattice.

The comparison between the experimental results
and the theoretical predictions has to overcome the
difficulty that the energy distribution function of the
carriers under non-Ohmic conditions cannot be de-
duced directly from transport experiments. There-
fore one has to solve the Boltzmann equation for
various types of scattering mechanisms. An al-
ternative method is to assume a certain type of
distribution function and to obtain a calculated mo-
bility-field characteristic from momentum- and
energy-balance considerations. If the assumed
distribution function is a Maxwellian or a Fermi-
Dirac distribution with the only adjustable param-
eter being the electron temperature T„which is
higher than the lattice temperature TI, this model
is called the "electron-temperature model. "" The
use of this model was favored by many authors be-

cause of its simplicity and its surprisingly good
results. ' ' However, it was pointed out by Strat-
ton" that it is applicable only for semiconductors
with high carrier concentrations where interelec-
tronic collisions are frequent enough to establish
the described type of distribution function.

If the assumption of the electron-temperature
model is justified for the interpretation of a non-
Ohmic transport experiment, one has to look for a
method to determine the electron temperature ex-
perimentally. At low temperatures the dominant
momentum-relaxation process of the electrons in
most of the III-V compounds is ionized impurity
scattering, which has no explicit dependence on the
lattice temperature, but only on the mean carrier
energy. Therefore, it is only necessary to deter-
mine the variation of the mobility with lattice tem-
perature and to compare these data with the varia-
tion of the mobility with electric field at a fixed
low temperature. In nondegenerate semiconductors
this comparison yields directly the electron tem-
perature. For highly doped materials, where the
electron gas is degenerate, this method cannot be
applied, since in the limit of strong degeneracy
the mobility does not depend on the lattice tempera-
ture and therefore also not on the electron temper-
ature. For this reason, a method which deter-
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mines directly the electron temperature is more
suitable to study hot-electron effects in degenerate
semiconductors than the observation of the varia-
tion of the conductivity with electric field. The
sensitivity of quantum oscillations like the Shub-
nikov-de Haas (SdH) effect has been suggested by
Isaacson and Bridges" for a study of degenerate
n-InSb. This method has been adopted by Konopka
for a study of n-InAs using a microwave technique.
The present authors have reported an investigation
of the oscillatory magnetoresistance of n-InAs using
a pulsed dc technique. '

It is the purpose of this paper to give a detailed
analysis of the Ohmic and non-Ohmic transport in
degenerate n-InAs at temperatures between 4. 2 and
30 K. For electric fields below 0. 3 V/cm, elec-
tron temperatures are deduced from electric-field-
dependent measurements of the amplitudes of the
8dH oscillations. Because of the fact that the en-
ergy relaxation time v, is of the order of 10 sec,
direct evidence for a variation of the electron tem-
perature with time after application of a dc pulse
is presented. Results of a negative magnetoresis-
tance and the nonoscillatory positive magnetore-
sistance will be given and compared with data ob-
tained under Ohmic conditions.

In Sec. II, we review the theory of the transport
in a degenerate semiconductor with dominant im-
purity scattering including the Ohmic mobility and
the Hall-coefficient factor x. Furthermore, we
discuss the theory of the SdH effect as far as nec-
essary for the interpretation of our measurements
and review the theory of the negative and the non-
oscillatory positive magnetoresistance. Finally,
we collect the energy-loss rates for both types of
screened acoustic scattering and for polar optical
scattering considering degenerate statistics. In
Sec. III, the experimental techniques are described.
In Sec. IV, the results of the measurements are
presented and their interpretation in terms of an
electron-temperature model is given. In Sec. V,
we present calculations of the energy-loss rates
and of the field dependence of the electron tempera-
ture and the mobility.

II. THEORY

A. Ohmic Mobility and Hall Constant

Since the minimum carrier concentration in bulk
n-InAs crystals is about 1&&10' cm, ionized im-
purity scattering dominates the low-temperature
transport. Because the optical-phonon density de-
creases rapidly at low temperatures, polar optical-
phonon scattering is weak below approximately 60
K. In the temperature range investigated here
acoustic-phonon scattering has a negligible influ-
ence on the momentum relaxation compared with
impurity scattering. For ionized impurity scatter—

ing, the mobility is given by the Brooks-Herring
expression for a singly ionized impurity"

2F2(q) W2g (kT, )
I

F (q)
' "'Z (X )'

where N, is the total impurity density, z is the di-
electric constant, m is the effective mass, k is
Boltzmann's constant, T, is the electron tempera-
ture, and ri = ez/kT„&z being the Fermi energy
F„are the Fermi-Dirac integrals

X
Fa(n) =

e + (2)

where x= e/kT„e being the electron energy. x, „
is determined by the condition

[r., „--,'(s+ I)]= [7, „+-,'(s+ I)] e" ""~ (3

B. Oscillatory Magnetoresistance

With the application of a magnetic field the quasi-
continuous distribution of energy levels in the con-
duction band is split into Landau-level subbands
whose spacing is equal to @co„where (d, is the
cyclotron frequency. Changes in the magnetic field
result in a passage of the Landau levels past the
Fermi energy. As a result, oscillations in the
magnetic susceptibility and in transport properties
such as magnetoresistance occur which are periodic
as a function of the reciprocal magnetic field. The
conditions necessary for the oscillatory effects to
be observed are the following:

c~» 1 ~ @Ac~ j8Te EF +@(dc ~

where u, = eB/m; B represents the magnetic field,
& the relaxation or quantum-state lifetime, and E~
the Fermi energy for zero magnetic field.

The theory of the transverse magnetoresistance
for spherical energy surfaces and for both acous-
tical-phonon and ionized impurity scattering has
been developed by Adams and Holstein. " The
relative amplitudes for both mechanisms are es-
sentially the same. The theory of the longitudinal

g(x, „)= ln(1+a) -z/(I+a),
where

4+m (kT ) F)(2 (q) (5)we' k'n F,g, (q)

The screening density is assumed to be the free-
carrier density n in the conduction band and s is an
integer. This treatment is valid for z» 1.

A theoretical expression of the Hall-coefficient
factor x(g) for ionized impurity scattering is given
by Beer, '

I
( )

3 F,(2(q) FF12(q) g (Xi,„)
Fl(n)g'( ..)

In the limit of strong degeneracy q» 20, vol(q) ap-
proaches unity.
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where p0 is the zero -field resistivity, s is the sth
harmonic, v is the ratio of the spin splitting to the
Landau -level spacing, and TD is the nonthe rmal
broadening temperature. This temperature is
called the Dingle temperature and is related to
the collision -broadening relaxation time v, by T~
= 5/mkv, . The term R in Eq. (8) represents an ad-
ditional series of oscillatory terms in the trans-
verse magnetoresistanc e which is generally much
smal ler than the term b, and vanishes in the ].on-
gitudinal case. The factor a is equal to 2. 5 or 1
in the transverse and longitudinal magnetoresis-
tanc e, respectively.

Under the assumption of a constant Dingle tem-

peraturere,

the ratio of the amplitudes A of the oscil-
lations at two different electron temperatures is
given by

A. (T,l ) X l/slnhX 2

+( Tg 2) X2/sinhX2

where

X( = 22 kT, , ;/ II(u

C. Nonoscillatory Magnetoresistance

1. ~ega ti ve M agne to xe si s tance

(10)

The phenomenon of negative magnetoresistance
is well known in elemental semiconductors such as
Ge and Si, but also in III-V compounds like
GaAs 3 and InSb at low temperatures. According
to a theory by Toyozawa, ' this negative magneto-
resistance is caused by the existence of localized
magnetic moments. He introduced a scattering
process like s -d exchange interactions by noting
the similarities between the negative magnetore-
si stance in semiconductors and in Cu -Mn alloys.
It was suggested that because of the statistical
fluctuations in donor density and correlation ef-
fects, some electrons could be localized at donor
sites giving rise to a localized magnetic moment
similar to that of the Mn ions in Cu -Mn alloys.

In contrast to Ge and Si, the conduction in n -InAs
does not take place in an impurity band but rather
in the conduction band even at low temperatures.
The impurity band probably does not exist indepen-
dent from the conduction band in samples with a
carrier concentration of about 10' cm . Although
the Toyozawa model was developed for Ge, where

oscillatory magnetor esi stanc e has first been given
by Argy

res�.

' The theoretical expressions are

6p: 2gs&~ m=a Q b, cos —— +R
Po s @co~ 4

w ith

DpS= lim
B " 0 PO

(12)

By plotting ( —S) vs Tl, a Curie-Weiss law is ob-
tain ed:

( S)'""C/(T-I, + T2),

whe re T0 is a characteristic temperature and C is
a constant.

However, it was pointed out by Khos la and
Fis cher that such a procedure implies a satura-
tion of the negative component of the magnetore-
sistance which cannot be shown directly because
of the positive component. For strongly degenerate
semiconductors this positive component should be
zero if it is caused by the normal magnetore sis-
tance. Khos la and Fischer pointed out that the sec-
ond -order -perturbation theory is not sufficient for
a description of the negative magnetoresistance and
suggested that third -order terms should be included
in the calculation of the s -d interaction. A semi-
empirical relation was derived having the form

4p/po = —Bl In[1 + B2(T)B ],
where Bl and B2(T) are products of various con-
stants given by Khosla and Fischer.

2. Positive pagne toj/esi s tance

In the limit of weak magnetic fields (pB «1), the
transverse magnetoresistanc e for predominant
ionized impurity scattering and arbitrary degener-
acy is given by"

2& (n) g'(~l
~.) 3&v12(n) g'( ~l..)

PO +2(V) g (X2,q) ' 2+2(n) a '( ~2, 2) J

the existence of localized magnetic moments in an
impurity band was shown theoretically, Katayama
and Tanaka applied this model successfully to a
study of n-InSb where also no split-off impurity
band was found for concentrations higher than 10
cm 3. The Toyozawa concept provides at least a
qualitative explanation for the observed concentra-
tion and temperature dependence: The negative
magnetoresi stance decreases for increasing carrier
concentration and increases as the temperature
decreases.

The magnetic scattering of the conduction elec-
trons from the localized moments yields a de-
crease in resistivity proportional to the square of
the average magnetization Al of the localized spin
system:

—hP/P2 ~ M

This scattering process has to be independent of the
direction of the magnetic field because the s -d in-
teraction is isotropic. The above result is based
on a second -order -perturbation calculation. A

magnetor e si stance coefficient S is defined by
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process only and given by

with

"(2m)'/2 (kT P"
~0

me'W,

D. Energy-Loss Rates

(16)

P~, =
(2 ),qoq (N, +1)[1-f(e —h(uo)]

xln +

where E0 is the coupling constant defined by

In order to get information on the dominant en-
ergy-loss mechanisms the experimentally deter-
mined energy-loss rate I' per electron has to be
calculated. For both types of acoustic scattering
we use the expressions derived by Greene ' and
Kogan. For piezoelectric scattering, P is given
by

16m (eeq4) (2m) k T TJ Eo('g)
55 K Es/a(R)

(iV)

where e&4 is the piezoelectric modulus and d is the
mass density. The energy-loss rate per electron
due to deformation potential scattering can be ex-
pressed according to Kogan as

2m "'u"'Z'
(P„,)=, ' (4 T, ) (T, —T~)

I/2

(is)
where E, is the deformation potential constant.
Both expressions for the energy-loss rates given
by Eqs. (17) and (16) do not include the effect of
conduction-electron screening on the electron-pho-
non interaction. If these effects are considered,
Eo(q) in Eq. (1V) has to be replaced by

X dX
~0(n) = („,)z (1„.-.)

and E,(q) in Eq. (18) by

x3dx
1(0) —

( )a (1 x q)

as shomn by Szymanska and Maneval. x& is given
by

(20)

7rne k E g/g(g)
16mK(kT, ) E / (q)

(21)

For the case of polar optical scattering, Con-
well's expression for the energy loss of a nonde-
generate electron gas~ has to be modified for
Fermi-Dirac statistics. The Pauli exclusion prin-
ciple leads to a factor 1-f(e akep) which is equal
to the probability that the final state of a scattered
carrier is not occupied. S&0 is the optical-phonon
energy. Because of the high value for the ratio of
the Debye temperature OH to the lattice temperature,
the absorption of optical phonons by the electrons
can be neglected in our case. The energy-loss
rate is determined by the spontaneous-emission

meS(g)0 1 1 I(E0- @a )i ~ (23)

f is the Fermi-Dirac distribution function, N, is the
phonon distribution, and K„ is the optical dielec-
tric constant. This equation has to be averaged
over the Fermi-Dirae distribution function to get
the mean energy-loss rate per electron:

(P,.) =(» )i/. E („) f(~) l~ f(~ y)-]-~e Eo h&uo

x '~' xx ln — + ——11 dx, (24)
3' 3'

where y = O~/T, and k~0 = kO~.

III. EXPERIMENTAL

Samples were prepared from an n-type bulk
single crystal of InAs having an electron concentra-
tion n of 2. 5&&10 6 cm and a mobility of 25000
cm~/V sec at 4. 2K. The samples were oriented in
a (100) direction. Typical sample dimensions
were 0. 5x0. 5x7 mm . Two current and two po-
tential contacts, and in some cases two Hall con-
tacts, were soldered with tin to the samples. They
were either directly immersed into liquid helium
or placed within a variable-temperature cryostat
for measurements between 2. 4 and 30 K. Low-
field Hall and magnetoresistance measurements
were made by using a Keithley 148 nanovoltmeter.
Pulsed-current techniques mere used to avoid
sample heating at high electric fields. Voltage
pulses of 2-p.sec duration, a repetition rate of 30
Hz, and rise times below 3 nsec were produced by
discharging a coaxial cable through a mercury
wetted relay. In order to observe any variation of
the conductivity with electric field, with magnetic
field, and with time after the application of the
voltage pulse, tmo Tektronix sampling oscilloscopes
(561B, 3Sl, 3T2 and 561A, 3SV6, 3T7V) were used.
The output signals were fed into an HP 7004 re-
corder. Using this x-y recorder and the field
sweep of a superconducting coil, direct plots of the
magnetoresistance vs 8 were obtained. The high-
electric-field experiments were made under con-
stant-current conditions, Pulsed Hall-effect mea-
surements were performed using a Tektronix 556
-real-time oscilloscope with a type-W differential-
comparator unit. Reproducible and consistent re-
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suits were obtained from a set of nine different
samples cut from the same crystal. All results
given in Sec. IV are taken from the representative
sample B7.

IV. RESULTS AND ANALYSIS

2.8—

270

A. Ohmic Conductivity and Hall Effect

The conductivity and Hall effect were measured
between 2. 5 and 77 K. From the fact that the Hall-
coefficient factor x (R„=r/ne) is equal to l for
strongly degenerate semiconductors regardless of
the scattering mechanisms, the carrier concentra-
tion and the conductivity mobility could be deduced
from Hall and conductivity measurements at 4. 2 K,
where the reduced Fermi energy of sample B7 is
37. 5.

Figure 1 shows the temperature dependence of
the mobility and of the Hall constant RH between
2. 5 and 30 K. The small increase in R„(measured
at a magnetic field of 500 G) for increasing temper-
ature is consistent with the assumption of a tem-
perature-independent carrier density and reflects
the influence of the temperature-dependent Hall-
coefficient factor x. Because of the increasing
temperature the reduced Fermi energy decreases,
which in turn causes the Hall-coefficient factor to
become larger.

In Fig. 1, the full line represents the results of
a calculation using Eq. (l). The total impurity
density was determined from a best fit of the theo-
retical curve to the exyerimental data and found to
be 6. 37&&10 cm . The Hall and mobility data do
not exhibit any evidence for impurity conduction or
donor ionization in the temperature range 4. 2-77
K. The experimental data can be explained on the
basis of a single-band model.

From measurements of the temperature depen-
dence of the Hall coefficient R„between 4. 2 and 300
K, Zotova e t al. came to the conclusion that there
exists an impurity band in InAs of comparable car-
rier concentration. We feel, however, that their
observed increase of the Hall coefficient RH is
caused by the increase of x and is no indication for
two-band conduction. The increasing temperature
removes the degeneracy and x increases from the
value of 1 in the strongly degenerate case to the
value of 1.93 in the nondegenerate case for ionized
impurity scattering. The subsequent decrease of
RH above 77 K reflects simply the decrease of x,
as lattice scattering becomes the dominating pro-
cess for momentum relaxation.

We want to emphasize that in InAs of comparable
carrier concentration, Kaufman and Neuringer
deduced from their high-magnetic-field Hall-co-
efficient data an appreciable overlap between the
broadened impurity centers and the conduction-
band tails. Since for such a complex conduction
mechanism a calculation taking into account the

2.7
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~2.6

260

250

2.5
0 'l0

T (K)
20

FIG. 1. Temperature dependence of the Ohmic conduc-
tivity mobility and of the Hall coefficient; open circles:
experimental mobility; full line: calculated mobility;
full circles: experimental Hall coefficient.

different mobilities of electrons in the states of the
tail is not yet available, we have done the above
simplified calculations and only within these reser-
vations is our analysis justified.

B. Non&hmic Mobility

Figure 2 shows the variation of the conductivity
with electric field for different lattice temperatures
of 4. 2, 15. 5, and 31 K. The data were taken at the
end of a 2-p, sec pulse. The curves for 4. 2 and
15. 5 K show an initially steep increase in the con-
ductivity between 200 and 500 mV/cm followed by
a region of smaller slope. Measurements in this
field-strength region do not show any significant
variation of the Hall constant R„. Consequently
this increase in conductivity cannot be attributed
to either impact ionization of electrons frozen out
on donor levels or to impact ionization of electrons
from an impurity band. Therefore we conclude
that this increase reflects a mobility change.

Figure 3 shows recorder tr'acings of the current
density vs field strength up to l V/cm for a lattice
temperature of 4. 2 K. The different curves were
taken at 30, 90, and 150 nsec after the rise of the
current pulse. Although it is tempting to attribute
the time-dependent variation of the conductivity to
an ionization process, the Hall-effect data rule out
this interpretation. Moreover, we will show in
Sec. V that as in the case of InSb at comparable
temperatures this time dependence of the conduc-
tivity is due to the influence of the energy-relaxa-
tion time of the order of 10 ' sec.

To analyze these data we use the electron-tem-
perature model. This is justified because of the
high carrier concentration of our samples which
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FIG. 2. Electric field dependence
of the conductivity normalized to Ohmic
conductivity at 4. 2 K; open circles:
TI ——4. 2 K; triangles: TJ =15.5 K;
full circles: Tl =31 K; the curves
are calculated ones for the respective
temperatures.
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enables the electron-electron scattering to be fre-
quent enough to randomize energy and momentum.
With this simple model the electron temperature
which corresponds to a certain electric field can
be determined experimentally by a comparison of
the p(E) and p, (T~) curves as shown in Fig. 4. Be-
low 200 mV/cm, the accuracy of our mobility mea-
surements was not sufficient to draw conclusions
about the elect'ron temperature in this range of
electric fields. Below 300 mV/cm, electron tem-
peratures will be deduced from the decrease of the
SdH amplitudes with electric field. A theoretical
calculation of the dependences of the electron tem-
perature and the mobility on the electric field will
be given in Sec. V.

C, Oscillatory Magnetoresistance

manifests itself in a time independence of the mag-
netoresistance effect. Such curves were taken for
a large number of applied electric fields between
2 and 300 mV/cm. Higher electric fields were
not used for the SdH measurements since the mo-
bility data of Fig. 2 show an appreciable increa, se
of the mobility above this electric field. In Fig. II,

the variation of the oscillatory part of the longi-
tudinal magnetoresistance under Ohmic conditions
and for lattice temperatures between 4. 2 and 12. 5
K (left-hand side) is compared with measurements
for different electric fields ranging from 2 to 320
mV/cm at a fixed lattice temperature of 4. 2 K

100

Magnetic fields above 5 kG were sufficient to al-
low a measurement of the SdH effect in our sam-
ples. Figure 5 shows the variation of the longi-
tudinal magnetoresistance with magnetic field up
to 25 kG. The applied electric field for this mea-
surement was below 5 mV/cm to ensure Ohmic
conditions. Application of higher electric fields
caused damping of the oscillations in the longitu-
dinal as well as in the transverse magnetoresis-
tance. The left-hand side of Fig. 6 shows the de-
pendence of the transverse magnetoresistance on
the applied electric field between 60 and 300 mV/
cm. The right-hand side of Fig. 6 shows the time-
dependent variation of the amplitudes of the SdH
effect for different times between 15 nsec and 1.9
p.sec after the application of the voltage pulse cor-
responding to an electric field of 230 mV/cm. De-
pending on this time, the amplitudes decrease first
rapidly and finally reach a saturation value which

E
50

~ ~

0.25 Q5
E (V/crn)

FIG. 3. j-E characteristic for different times after
application of the voltage pulse; full line: 30 nsec after
rise of the pulse; dotted line: 90 nsec; dashed line: 150
nsec.
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FIG. 10. Dependence of the electron temperature on

the electric field at a lattice temperature of 4.2 K; open
circles: data from longitudinal magnetoresistance; full
circles: data from the transverse magnetoresistance.

10. The values were taken from the SdH ampli-
tudes at 1.9 p, sec after the application of the voltage
pulse; the conditions were already stationary after
1 p, sec.

As indicated in Fig. 6, the time-dependent mea-
surements yielded information on the variation of

T, with time after application of the voltage pulse.
In Fig. 11, the electron temperature is plotted vs
time after application of the pulse for different
electric fields of 100, 185, and 230 mV/cm.

The assumption of a constant Dingle temperature
which was used in the evaluation of the electron
temperature is justified for several reasons. The
Dingle temperature is closely related to the mo-
bility temperatures T ', defined by T '„=he/(vkm p, ),
which was 7. 45 K in our case. Since the mobility
temperature is constant up to 300 mV/cm within

2%%d, it is reasonable to assume that the Dingle tem-
perature also does not vary. Furthermore, it is
possible to deduce the Dingle temperature from the
BdI- amplitudes at higher electric fields after hav-
ing determined the electron temperature by the
above-outlined procedure. This was done for an
electric field of 200 mV/cm for the longitudinal
(full circles in Fig. 8) as well as for the transverse
configuration (full triangles in Fig. 8). From the
fact that the data points coincide within experimen-
tal error with the points obtained from the mea-
surement at 4. 2 K under Ohmic conditions we draw
the following conclusions: (i) The electron temper-
atures are determined correctly and do not de-
pend on the magnetic field and (ii) the Dingle tem-
perature corresponding to the slope of the plot in

D. Nonoscillatory Magnetoresistance

In the magnetic field region below 5 ko, we have
found a negative magnetoresistance. Its tempera-
ture dependence was studied between 2. 4 and 4. 2

K. Figure 13 shows the transverse magnetoresis-
tance for different lattice temperatures. At 2. 4

10

230 mV/cm

185 mV/cm

0 ~

0 ~

4
k

'l00 mV/cm

I I I I I

0 100 200 300 400 500 600
t (nsec)

FIG. 11. Dependence of the electron temperature on
the time after application of the voltage pulse; triangles:
for an electric field E =100 mV/cm; full circles: E =185
mV/cm; open circles: I =230 mV/cm.

Fig. 8 does not vary with applied electric field.
Using Egs. '(8) and (9), we have calculated the

oscillatory part of the longitudinal magnetoresis-
tance for temperatures of 8 and 12 K and compared
it with experimental data for electric fields of 200
and 305 mV/cm, respectively. The result is
shown in Fig. 12. Values of TD = 7. 0 K, v = 0, and
s = 5 were used in the calculation. The excellent
agreement which was obtained without any adjust-
able parameters justifies the use of the electron
temperature T, in the description of the influence
of an electric field on the electron distribution in
this case. The same result can also be drawn from
Fig. 7, where a 1:1 correspondence between the
experiment under Ohmic conditions at different
lattice temperatures above 4. 2 K and under hot-
electron conditions at a fixed lattice temperature
has been found experimentally.

The SdH theory predicts a difference between the
amplitudes in the transverse and longitudinal con-
figuration by a factor of 2. 5. From the data of
Fig. 8, we have found that the amylitude of the
transverse oscillations is only a factor of about
l. 5 higher than those of the longitudinal oscilla-
tions, independent of the electron temperature.
This factor was already obtained by other authors
from measurements of the Ohmic SdH effect in
n-rnAs. 33'34
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FIG. 12. Oscillatory part of the
longitudinal magnetoresistance; full
curves: theory for 8 and 12 K; open
circles: data from the experiment at
200 and 305 mV/cm, respectively,
taken at 4. 2 K.

0
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I

'l2

K, we have observed a value of —3.7&10 3 at 2 kG,
which decreases with increasing lattice tempera-
ture.

In InAs, the region where the resistance varia-
tion follows a B dependence is a very narrow one
similar to the experimental results in InSb. As
can be seen from Fig. 14, the negative magneto-
resistance is proportional to B only up to 100 G.
For higher magnetic fields it also can not be de-
scribed by the Brillouin function. ' Therefore we
did not deduce from our measurements a character-
istic temperature according to a Curie-Weiss law.
It was already pointed out by Halbo and Sladek
that the Toyozawa model also could not account for
the experimental data in degenerate n-GaAs.

An alternative description of the negative mag-
netoresistance was proposed by Khosla and Fisher
by the expression given in Eq. (14). With the co-
efficients B& and Ba listed in Table I we have ob-
tained the fit of this relation to the experimental
data shown in Fig. 15. Since the coefficients B&

and B& are functions of various parameters such
as exchange integrals and spin-splitting factors,

which are unknown in our case, no further analysis
can be made at present.

The influence of an electric field on the nonoscil-
latory part of the magnetoresistance was also
studied for a lattice temperature of 4. 2 K. The
application of an electric field causes an increase
of the positive component as shown in Fig. 16 for
different electric fields up to 860 mV/cm. The
time-dependent behavior is shown in Fig. 17 for
times between 30 nsec and 1 p, sec after application
of a constant-voltage pulse equivalent to an elec-
tric field of 1 V/cm.

Unfortunately there is no possibility for a quanti-
tative comparison of the nonoscillatory positive
magnetoresistance with the theoretical expression
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FIG. 13. Dependence of the negative magnetoresistance
on the magnetic field; open circles: TI ——4.2 K; full cir-
cles: Tz =3.05 K; triangles: T1,=2.8 K; crosses: TI
=2.4 K.

FIG. 14. Negative magnetoresistance as a function of
magnetic field on a logarithmic scale. Full circles: Ti
=2.4 K; open circles: TL, =4. 2 K. Only below approxi-
mately 100 G is a B2 dependence found.
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FIG. 15. Comparison of the experimental data of the
negative magnetoresistance with calculated ones; circles:
T&=4. 2 K; triangles: TI = 2.4 K; full curves: calculated
with Eq. (14) and constants of Table I.

of E&l. (15). Because of the high mobility of the
investigated samples, the range of validity of Eq.
(15) is restricted to magnetic fields well below 4
kG. At these magnetic fields the magnetoresistance
is a superposition of a negative and a positive com-
ponent which cannot be separated easily. Qualita-
tively, the results presented in Figs. 16 and 17 fit
well to a model where the electron temperature in-
creases with the electric field and with time after
application of the voltage pulse.

V. DISCUSSION

In order to determine the dominant energy-loss
mechanisms we have performed calculations of the
energy-loss rates and their dependences on the elec-
tron temperature for deformation potential scat-
tering, piezoelectric scattering, and scattering by
polar optical phonons. The effect of the nonpara-

I

1

B(kG)

FIG. 17. Dependence of the magnetoresistance on the
time after application of a voltage pulse corresponding to
a field of 1 V/cm; triangles: 30 nsec after the rise of
the pulse; crosses: 100 nsec; circles: 1 ILIsec.

bolicity of the conduction band on the transport in
InAs was studied by Curby and Ferry" for non-
degenerate statistics. For the sake of simplicity
we have ignored the nonparabolicity in our calcula-
tions but have taken into account the degeneracy of
the electron gas. Using E&ls. (17) and (19) and

E&ls. (18) and (20), the energy-loss rates were ob-
tained for screened piezoelectric scattering and
screened deformation potential scattering, respec-
tively. The result is given in Fig. 18. The dashed
curve holds for piezoelectric scattering with a
coupling constant e~~, = 1.82 x 10' dyn/cm deter-

4.2 K
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CV

0—
o 4

0 4
oo 0 0 o o 0 0 0

~ ~ 4 ~ ~ 4 ~

1017
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l
/

/
/

/
I I I

5 6 7 8 9 10 'l1 'l2 '13

T, (K)

B (kG)
FIG. 16. Variation of the nonoscillatory magnetoresis-

tance with electric field; circles: E =10 mV/cm; full
circles: 150 mV/cm; open triangles: 220 mV/cm; full
triangles: 440 mV/cm; crosses: 860 mV/cm.

FIG. 18. Dependence of the energy-loss rate P on the
electron temperature; dashed curve: theory for screened
piezoelectric interaction; dash-dotted curve: theory for
screened deformation potential scattering with E,=4.05
eV; full curve: combination of both contributions; circles:
experimental data taken from Fig. 10.
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stants used in the numerical calculations are listed
in Table II. The full curve was obtained by simply
adding the contributions of all three scattering
mechanisms. The experimental data of Fig. 19 are
again a plot of the product e p,E vs the electron
temperature, where T, for the open circles was
obtained from the SdH effect and for the full circles
from a comparison of the p(E) ,and p(T~) .curves.

Finally, we have calculated the dependence of the
electron temperature and the mobility on the elec-
tric field. For different values of the reduced
Fermi energy g we have calculated the correspond-
ing electron temperature from the relation

S '12 '16 20
T, (K)

24 28

8 4g ~g Eg/p

the mobility p, (T,) by means of E(l. (l), and the
total-energy-loss rate &P„I):

mined by Arlt and Quadflieg. ~6 The dash-dotted
curve is valid for screened deformation potential
scattering. Since the deformation potential con-
stant of the conduction band of InAs is not known

very well, we have used it as an adjustable param-
eter to fit the sum of the energy-loss rates for
both types of acoustic scattering to the experimen-
tal data in Fig. 18; these data are a plot of the
product e p,E vs the electron temperature deter-
mined from the decrease of the SdH amplitudes.
A best fit, represented by the solid line in Fig. 18,
was obtained with a value of E,= 4. 05+0. 25 eV.
For comparison, Rodes~ has given a value of E,
=4. 97 eV.

At temperatures above 18 K, the emission of
polar optical phonons becomes an effective energy-
loss mechanism. In Fig. 19, the theoretical ener-
gy-loss rate for polar optical scattering calculated
with Eq. (24) is plotted vs the electron temperature
(dashed curve). The dash-dotted curve represents
the calculation of the sum of the energy-loss rates
due to both types of acoustic scattering. The con-

TABLE I. Values of the parameters to fit the expression
~p/po= B~ l,nt&+ B2(T')B ].

Temp.
(K)

4. 2
2.4

Bg
(1o-4)

3.48
4.06

B2
(1o-' G-')

2. 12
4. 13

FIG. 19. Dependence of the energy-loss rate P on the
electron temperature; dashed curve: energy-loss rate
due to polar-optical scattering; dash-dotted curve: energy-
loss rate due to both types of screened acoustic scatter-
ing; full curve: total-energy-loss rate; open circles:
data obtained from SdH measurements; full circles:
data obtained from mobility measurements.

& P...(T.)) = &P„(T.)) &P...(T,) ) & P (T.) ) .
(26)

Once the mobility and the total-energy-loss rate
are known, the electric field which corresponds to
this electron temperature is given by

((~(y)))k/8
em(T', )

The result of the calculation is shown in Fig. 20,
where the full line represents the mobility and the
dashed line the electron temperature vs electric
field. The triangles indicate measured values of

3.2
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E
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FIG. 20. Dependence of the mobility and the electron
temperature on the electric field; triangles: measured
mobility variation; full curve: calculated dependence;
open circles: electron temperature deduced from SdH

measurements; full circles: electron temperatures de-
duced from mobility measurements; dashed curve: calcu-
lated electron temperatures.
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FIG. 21. Variation of the phenomenological energy re-
laxation time with electron temperature; open circles:
experimental data from SdH measurements; full circles:
experimental data from mobility measurements.

the mobility. The electron temperatures were
either taken from the field-dependent SdH effect
(open circles) or from the comparison of the p(T~),
and p. (E) curves (full circles). Between 200 and
300 mV/cm, data obtained by both methods are in
satisfactory agreement. The kink in both curves
at approximately 500 mV/cm is obviously caused
by the onset of polar-optical-phonon emission.
From the coincidence of the experimental points
and the theoretical curves we conclude that up to
30 K the electron-temperature model is a reason-
able description of the non-Ohmic transport. Above
30 K, deviations of the experimental data and the
theoretical calculation occurred, which are prob-
ably caused by the fact that at higher temperatures
the Fermi-Dirac distribution function overestimates
the energy loss due to the emission of polar optical
phonons, thereby making the electron-temperature
model no longer a good approximation.

Although no energy relaxation time exists in the
rigorous meaning for polar optical scattering, it
is useful to define a phenomenological quantity w,

by

equilibrium conditions. Up to 18 K, where acoustic
scattering dominates the energy loss, T, increases
with T„whereas it decreases rapidly as polar
optical scattering becomes effective. The maxi-
mum of ~, occurring at 18 K has a value of approx-
imately 100 nsec. Therefore in the electric field
range 200-700 mV/cm a time-dependent variation
of the mobility is expected to be observable. The
experimental evidence for this was given in Fig.
3. Since the variation is too small to derive di-
rectly the energy relaxation time as was done for
the case of InSb by Maneval et al. , the utility of
the time-dependent SdH measurements of Fig. 6 is
again demonstrated. Further, it is possible to
deduce values of T, from the time dependence of 7,
given in Fig. 11 using Eq. (28). These values are
in good agreement with the values plotted in Fig.
21 which were obtained from stationary conditions
at the end of a 2- p, sec pulse.

We want to point out that the determination of the
electron temperature from the decrease of the
8dH amplitudes requires a quantizing magnetic
field. The calculations of the energy-loss rates
described in this section, which we have compared
with SdH data, should therefore take into account
the influence of the magnetic field. Unfortunately
no theory of the energy-loss rate of a degenerate
electron gas has been developed so far for a quan-
tizing magnetic field under conditions where sev-
eral Landau levels are occupied. From our exper-
iments we conclude that the electron temperature
and consequently the energy loss do not depend
significantly on the magnetic field under these con-
ditions. We have therefore used the expressions
given by Kogan' for the energy-loss rates, which
do not include a magnetic field.

VI. CONCLUSIONS

Two methods have been employed to determine
experimentally the electron temperature as a func-
tion of the electric field. For the case of strong
degeneracy the observation of the SdH effect de-
pendent on the applied electric field is a useful
tool to determine electron temperatures and to re-

d(&) (&(T,)) —(&(T~)) 2+cps
7

(28)
TABLE II. Constants used in the numerical calculation.

The brackets indicate the average of the energy
with respect to the distribution function. In a de-
generate semiconductor the mean energy as a func-
tion of temperature is given by

k T Eg g p ('g )

»la (8)

Figure 21 shows the variation of 7, with electron
temperature obtained with aid of Eq. (28) from the
8dH measurements (open circles) as well as from
the mobility measurements (full circles) under

m= 0.023mp
d=5. 66 g/cm3

a&4
——1.82 x10 dyn/cm

OH=350 K
I(; =14.55

=11.80
Eo ——2116 V/cm

Reference 38.
Reference 36.
Reference 37.

Effective mass~
Mass density
Piezoelec tric modulus"
Debye temperature~
Static dielectric constant~
Optical dielectric constant
Polar-optic al coupling

constant

~Reference 39.
eSee text.
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solve their time-dependent increase. At higher
fields, where the electrons are heated appreciably
and the degeneracy decreases, the mobility changes
become larger and can be used for a determination
of the electron temperature if impurity scattering
dominates the momentum relaxation process. In
principle, also the variation of the nonoscillatory
positive magnetoresistance with electric field
should give information about the electron tempera-
ture. Unfortunately the negative magnetoresistance
at low magnetic fields competes with the positive
component and at the present state of theory a
reliable separation of both contributions is not yet
possible.

We have compared the experimentally obtained
temperature dependence of the energy-loss rate
with theoretical calculations. From this compari-
son we have deduced the relative strength of both
types of screened acoustic scattering and have de-
termined a value of the deformation potential con-
stant of E,=-4. 05+0. 25 eV. At an electron tem-

perature of approximately 18 K the emission of
polar optical phonons becomes effective and causes
a change in the slope of the T,(E) and p(E) curves,
which we were able to explain quantitatively up to
an electric field of 10 V/cm. The relatively large
values of the energy relaxation time of about 50-
100 nsec cause a time dependence of the current-
density-field-strength characteristic and allow a
direct observation of the increase in the electron
temperature by a measurement of the time-depen-
dent decrease of the SdH amplitudes.
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