5 LOW-TEMPERATURE

slope of the resulting straight line is 2.0, remark-
ably close to the value of the Griineisen constant

T for Cu (1.96). This value can be calculated
directly from the expression-9ln® ,/alnV=3V5/
kcy =T, where 0 is the linear expansion coefficient,
k is the compressibility, ¢, is the specific heat,
and V is the volume. While the above expression
is only an approximation, it describes surprisingly
accurately the behvaior of experimental results.
Our measurements of the Debye-temperature trend
on alloying with Sn yields din® ,/d 3 = - 0.48 +0. 02.
This value lies closer to the straight line on Fig.

6, thus further improving the agreement between
the value of the Griineisen constant I and the slope
of the line as determined from other experimental
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results. We conclude that in Cu-based alloys the
rate of change of the Debye temperature when
normalized in terms of 3, depends mostly on size
effects. Other contributions, such as, for ex-
ample, electron-phonon interaction, appear to be
less dependent on the particular solute and its
valence, and more on the value of the electron
concentration.
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The pressure dependence of the Fermi surface of lead has been studied by means of NMR-
calibrated de Haas—van Alphen—effect measurements. In order to carry out these investiga-

tions, the values of Fermi-surface areas, obtained from pulsed-magnetic-field measurements,
have been redetermined to correct for a calibration error. Attempts to fit the measurements
with a local model potential were not completely successful, but a nonlocal calculation based on
the Heine-Abarenkov model potential gave satisfactory agreement with the experimental results.

L. INTRODUCTION

There has been considerable interest recently
in the Fermi surface of lead and in pseudopotential
models used to describe this surface. This is
partly due to the fact that lead is a strong-coupling
superconductor whose density of states has been
determined from electronic-tunneling! and specific-
heat? measurements. In addition there is a great

wealth of experimental information about the elec-
tronic structure of lead, e.g., de Haas-van Alphen
(dHvA) effect,’® cyclotron resonance,*® magneto-
acoustic® effect, optical properties,”® and Kohn ef-
fect.®

A calibration error was discovered in previous
pulsed-field experiments® (hereafter referred to as
I) making it desirable to remeasure the dHvA fre-
quencies for magnetic field H along symmetry di-
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rections. These measurements have been made
using in situ NMR ' for H1 [100], [110], and [111].
Along with these dHvVA experiments at normal pres-
sure, measurements were made at higher pressures
to study the effect of lattice spacing changes on the
Fermi surface. These pressures studies are a
more complete investigation of work reported
earlier."

In a previous report® the Fermi surface of lead
was described by means of a parametrized, local,
pseudopotential model with four parameters in-
cluding the Fermi energy. It has not been possible
to adequately describe the pressure dependence of
the Fermi surface with this model, and consequent-
ly a simple nonlocal model based on the Heine-
Abarenkov model potential has been used to fit the
experimental results.

In Sec. II the experimental approach is described,
in Sec. III the Fermi surface is discussed in terms
of the empty-lattice model, while in Sec. IV the
experimental results are given. In Sec. V the
nonlocal calculation is discussed and the calculated
results are compared with experiment in Secs. VI
and VII.

II. EXPERIMENTAL PROCEDURE

de Haas-van Alphen frequencies have been mea-
sured for the magnetic field H along the symmetry
directions using a 55-kG superconducting magnet
with homogeneity about 3 parts in 10° over a i-in.
diameter sphere. In general, the magnetic field
was determined with the Al?” NMR resonance cor-
rected for the Knight shift (1.1112 MHz/kOe).

The low-frequency field-modulation technique'?
was used, with the dHvA signal picked up by a
compensated pickup coil. The modulation frequency
was typically between 40 and 100 Hz. This funda-
mental frequency was filtered from the output of the
pickup coil and the remaining harmonics, after
amplification, became the input to a lock-in ampli-
fier. In these experiments it was especially im-
portant to pick out only one particular dHvA com-
ponent for study which was done with the Bessel-
function selection technique.!® That is, the ampli-
tude of the nth harmonic of the modulation frequency
is proportional to a Bessel function J,(a), where
a=2nFh,/H% F is the dHvA frequency, h, is the
modulation field amplitude, and H is the large dc
magnetic field. A particular choice of %, (kept
proportional to H?) allowed rejection of unwanted
dHvA frequencies. In this way, by carefully
choosing n and #,, it was possible to separate one
de Haas-van Alphen frequency from another that
differed by only a few percent. With measurement
of several hundred cycles, as was usually possible
with this approach, the error in dHvA frequency
is thought to be less than 0. 1% for most of the
results reported here.
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Two approaches used in the pressure studies
were (i) high-pressure solid-helium technique,'*
and (ii) fluid-helium phase-shift technique.'® For
the solid-helium measurements, pressures up to
4 kbar were used while only about 25 bar were pos-
sible for the fluid-helium studies at about 1.2 °K.
Both techniques have been well described in the
literature and will not be discussed in detail here.
The fluid-helium approach is simpler and quicker,
and, if the pressure dependence is linear, the
phase-shift results are all that are needed. In
lead, both methods were used for several sets of
oscillations and the agreement was good. This is
not always the case; for example, in antimony the
sign of the derivative of the dHvA frequency with
pressure actually reverses at high pressures.!®

III. FERMI-SURFACE DESCRIPTION

The Fermi surface of lead has been shown to
agree qualitatively with the empty-lattice model for
a face-centered-cubic structure with four valence
electrons per atom.>»'” The low-temperature lattice
constant ¢ has been estimated from thermal expan-
sion data to be about 4.90 A.® The contributions to
the Fermi surface belong to the second and third
zones and have been shown schematically in I. The
second zone is a large centrosymmetric surface
containing holes, while the third zone consists of
a multiply connected surface of {110}-direction
arms. The relevant extremal orbits and nomen-
clature are also shown in I and will now be de-
scribed briefly.

(i) ¥. This orbit is a large orbit on the second-
zone hole surface with center at the Brillouin-zone
center I'. There are no noncentral orbits expected
for this surface because of the rather large rounding
by the potential.

(ii) ¢. This is an orbit around a third-zone-arm
cross section centered at the symmetry point K

(or U). The minimum cross section is in a (110)
plane.
(iii) v. This is an orbit about the junction of

four arms and is centered at the point W. There
is a minimum area in a (100) plane. This surface
is somewhat complicated as shown by the presence
of beats in the dHvA oscillations about 600 cycles
long'®!® for the magnetic field along [100|. (Analy-
sis shows that the beats are produced because there
is a second extremal section near W with area
about 0.17% larger). For HI [110], dHvA oscilla-
tions would also be expected to result from this
surface, orbit w, but searches for their existence
are somewhat inconclusive, as the estimated fre-
quency resulting from such a section is very nearly
that of the second harmonic of orbit ¢.

(iv) & This is an orbit on the inside of a square
face centered at X and has a minimum area in a
(100) plane.
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TABLE I. dHvA frequencies and their pressure derivatives.
F (MG) d1oF () 43 ppar-t)
ap Calculated
Calculated?® local nonlocal
Orbit Direction Experimental local nonlocal Experimental Ry constant Ry scaled Ry constant R, scaled
P [100] 51,25+0, 01 51,43 51,22 2,3+0.1° 1.5 2.1 1.6 2.5
2,7+0,4¢
&P [110] 18,09 +0, 02° 18.24 18.14 2,5+0,2¢ 1.4 2.2 2.1 2.8
2,440,684
¢b [111] 22,37+0,0 22,76 22.50 2,7+0,2¢ 1.4 2.2 2.1 2.8
w [110] 39.35 39.24 1.6 2.6
6 [111] 109.5+0.3 110.0 109.3 1,2+0,1° 1.1 0.4 1.4 1.0
I3 [100] 36.04+0.2 33.85 34,83 0.0+0,3° 2.0 2.7 0.0 -0.1
PP [110] 159,11+0.05 161.28 159.21 2.9+0,2¢ 1.3 1.5 1.4 2.5
3.1+0.4¢
P [111] 155.8+0.4 153.4 153.6 2,1+0,2° 1.4 1.6 1.3 2.1
] [100] 204,4+0.4 208.1 201, 7 2,4+0,4° 1.3 1.6 1.5 2.4
dev.! 0.013 0,008

3JHv A frequency in gauss has been determined by multi-
plying the cross-sectional area, in units of 27/a)?, by
1.724 x 108,

®Used in the least-squares fit for the nonlocal model.

¢Fluid He.

950lid He to~4 kbar.

(v) 6. This is an orbit on the inside of a hexag-
onal face centered at L and has a minimum area
in a (111) plane.

IV. dHvA MEASUREMENTS

Accurate dHvA-frequency measurements have
been made corresponding to the above orbits, and
the results are shown in Table I. Since the fields
were measured to at least 0.05% with in situ NMR,
the uncertainty in the frequencies is generally of
the order of 0.1%. (Larger errors are found for
the weaker oscillations, e.g., £[100], and for
oscillations with frequencies which vary rapidly
with orientation, e.g., £[111].) Thus these mea-
surements provide a rather stringent test of any
Fermi-surface model.

The pressure derivatives dInF/dP are also
shown in Table I. For three of the sets of oscilla-
tions, both phase-shift and high-pressure studies
were made and the agreement was well within the
experimental error. For a cubic system, the
simplest model prediction for the change with
pressure of the Fermi surface is that of free-
electron scaling; the basic assumption of this model
is that the same fraction of the Brillouin zone re-
mains filled when the lattice spacing is changed.
Scaling thus requires that all cross sections in-
crease at the rate of 2 the value of the compress-
ibility. The compressibility of lead, K,, at 4°K
is about 2.05%103/kbar,? and it should be noted
that the changes for both electrons and holes are
generally about 2 times the compressibility scaling
prediction.

®At this orientation there is some ambiguity because of
another frequency about 2.4% lower. It has been assumec
here that this second frequency results from a noncentral
cross section of a third-zone arm.

frms fractional deviation with orbit ¢ omitted.

V. FERMI-SURFACE MODELS

As noted above, although the free-electron or
empty-lattice model accounts for the general topol-
ogy of the Fermi surface of lead, it fails seriously
when the pressure data are considered. Since
lead is a compensated metal, the hole and electron
volumes are equal, and both must change in the
same way with hydrostatic pressure. Thus it is
not surprising that the change is large for both
hole and electron sheets as shown for example by
orbits y and ¢ in Table I.

We have calculated cross-sectional areas and
pressure derivatives using the parametrized model
described in I with form factors obtained from a
Heine-Abarenkov local model potential.?»22 The
parameters Ep, Vi, Vi, and X were determined
by a least-squares fit to the experimental dHvA
values, where E is the Fermi energy, V,;; and
Va00 are Fourier coefficients of the pseudopotential,
and ) is the spin-orbit parameter.® Although the
resulting cross sections agree fairly well with ex-
periment, the fourth zone is not empty, a problem
which will be referred to later. In addition, the
calculated pressure derivatives for the hole-sur-
face cross-sectional areas are too small, and
there is a particularly large discrepancy between
the calculated and observed pressure derivatives
for the cross section associated with the £ orbit.

Thus we have adopted a simple nonlocal model
with the form of the lattice and spin-orbit potentials
as given by the Heine-Abarenkov-Animalu model
potential.?*2* Instead of using the form factors V,,
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as was done in I and in the local calculation re-
ferred to above, in this nonlocal model the ion-core
potentials have been replaced by square wells
whose depths A, are treated as adjustable param-
eters. (The subscript ! refers to the angular mo-
mentum state projected out of the lattice potential. )
Three well depths Ay, A,, and A, have been used
with the original Heine-Abarenkov prescription,
A, = A, for 1>2. Although one additional parameter
is introduced by this scheme, the results are in-
sensitive to A,, and only two important parameters
describe the lattice potential. The radius of the
square well R, has not been used as a parameter
but has either been held fixed at the value used by
Animalu and Heine®® (R,=2.1 a.u.) or has been
allowed to scale with the linear compressibility
from the Animalu-Heine value. Since the resulting
form factors Vyy, and V,y, calculated for given
values of 4;, are found to vary appreciably with
position in the Brillouin zone, the calculation
is nonlocal. For the sake of completeness and in
order to describe the nonlocal form of the potential
that we have used, the Animalu-Heine® model-
potential formalism is described briefly below.
Within a “core” region each atomic potential is
replaced by a superposition of !-dependent square
wells whose dimensions are determined from atom-
ic spectra. The resulting potential is given by

Vyr)=-22B4@%k, r<R,

==z/r, >Ry . (1)

The operators @) project out the /, Kth components
from the wave function which consists of the prod-
uct of a spatially dependent function and a spinor.
The K’s are related to the spatial angular momen-
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tum 7 and the total angular momentum j by

K=1 for j=1-1%

=-1-1 forj=1+3. (2)
We note that

1B, +(1+1)B
_1B, 11
T 3)

is the ordinary-lattice square-well depth, while

2

A= (Bl - B-l-l) m

(4)
is the spin-orbit-coupling parameter used here,?*

In order to apply these results to the lead prob-
lem, initial estimates of the square-well depths
are obtained by finding the values corresponding
to the spectral levels given in Moore’s tables?
for the Pb* ion and extrapolating to the energy
corresponding to the Fermi energy ¢y (e = — 2. 746
Ry relative to the ion). Results for R,=2.1 a.u.
are shown in Fig. 1. The A,-vs-E curve must be
extrapolated extensively to reach the Fermi energy,
and consequently the extrapolation procedure does
not lead to an accurate value for this parameter.
In addition, since there is only one atomic p level
(6p), the value of A, is not actually determined at
all. The initial square-well values as given by
Animalu and Heine®® and recalculated here are
given in Table II along with the final values deter-
mined from our nonlocal fitting procedure. It can
be seen that the differences are well within the un-
certainties of the method. See also Fig. 1, where
our final values of A;(ez) are indicated.

The form of the model potential is shown in Fig.
2 for the I=0 states. There is a constant potential

FIG., 1. Determination of square-
well depths from spectral energy
levels of Pb* for Ry=2.1a.u. A
straight line has been drawn through
the atomic spectral values for each
1 value, and the intersection withthe
Fermi energy €p gives the starting
-1 value of A;. Final values from the
least-squares fit are shown by o,

T T
Ee
P
40 - 6p <
1
=
(3 7s
<
8s
20
7d &d L
rd
1 1
00 -10 -20

E(Ry)

-40
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TABLE II. Parameter values (Ry).

Initial Final value
Parameter value* nonlocal local
A, 3.84  3.93° 4.00
Ay 4,00 4.,2° 4.16
A, 1.8 1.6° 1.8
A 0.3¢ 0,55  0,0855 (£,=0.066)%
Eg 0.709 0.712®  0,724°
Vi —0.081 —0,070° —0.094°
Vaoo -0.034 —0,019° —0.057°

20Obtained from atomic-spectral-term values.

PParameters used in nonlocal calculation.

°Parameters used in local calculation,

9This parameter has a different form from that used in
the nonlocal calculation (see I).

°Form factors evaluated at the symmetry point W which
does not lie on the Fermi surface.

of — A, for »<R,, and outside this radius a - z/#»
dependence. The potential is discontinuous at »
=R, which is a disadvantage of the model. It would
probably be better to use the approach suggested by
Shaw and Harrison® in which R, is adjusted for
each [/ so that there is no discontinuity in the po-
tential. However, this complicates the fitting pro-
cedure by requiring calculations of A; for a number
of R, and also by introducing integrals of Bessel
functions, that must be done numerically, into the
calculation of form factors. Therefore, in the in-
terests of simplicity we have followed the original
approach of Heine and Abarenkov.?!22

Once the A, are obtained, the lattice-potential
form factors Vi can be determined from

Vig: = (| Vg R )+ Vo + Voo + V, )/ e(K) . (5)

Here K=K - &', where K and K’ are the initial- and
final-state Wwave vectors. The Hartree dielectric
function ¢(K) screens the potential, and V,,, V,,,
and V, are correlation, exchange, and orthogonal-
ization terms, respectively, as given by Animalu
and Heine.?

The spin-orbit term must be added to the lattice-
potential form factors. The resulting spin-orbit
matrix elements are also nonlocal, depending upon
both initial and final states, and we have calculated
these following the approach of Animalu.?* These
matrix elements take the form

VE:‘Fi’hcll_glx]—lI{E:T'(V"E‘V% (6)
where ¢ are the Pauli spin matrices, v and v’
represent spinors, and

Ry
G‘z%So 16’ 7)jy k)P dr
6r _ RA PPN
=511 Z oo (K50 Ri) j1 (kR )

_kjo(kRM)jl(k'RM)] N k#kl . N

We have kept only the p-state splitting 2, for
simplicity and for ease in comparison with the

local model. An initial estimate of A, was made
from the atomic spin-orbit splittings® of Pb** and
is given in Table II. The spin-orbit parameter used
for the local model, which has a different form,

is also given in Table II.

The spin-orbit and lattice terms are combined to
give the Hamiltonian matrix. As was the proce-
dure in I, we take four orthogonalized plane waves
(OPW) combined with spinors, 4 and ¢, to give
eight product wave functions 4, ¥,4, Pgt, D4t
Y%, Po¥, Ps¥, and Y,¥. The resultant truncated
Hamiltonian, which is complex, is given by

a B
7c=<_3* w) , ®
where
Ty Mo+ X35 his+ X7 hig+XT
K= X3 T, Moy + X33 Mou+ X5

His =X 3

Ra—X3

has— X3 Ty hy+X3

Rp— X5 hay—-X5 T,

and (9)
0 ¥z Uis Yn
-y 0 Y U3
-y —¥8 0 Y5
-l —vz —9s 0

Here the lattice components are

r(a.u.)

-2.0

Vy (Ry)

-4.0F

FIG. 2. Model potential for =0 states.
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-

Riy= VE‘E, ; K=k

The spin-orbit components are
Xis?: <Ei*' Vsolk‘l* >’
w55 = (Kot | Voo Ry )

In order to avoid working with complex matrices,
we double the dimensions of the Hamiltonian matrix
to make it real. This can be done by making a
16x16 matrix of the form

€ 0
" =<o m*) ’
where 3¢ is the 8 x 8 Hamiltonian in Eq. (8) and 1C*

is the complex conjugate. Then by carrying out
the similarity transformation SHS™, where

5= (Ui a)
-iI 41

and I is an 8 X8 identity matrix, we obtain the

final matrix H,=SHS™!, which is a real, symmetric,
16x16 matrix. Now if the matrix were to be used
as it is to develop constant energy surfaces, a
complication would arise because each energy level
is fourfold degenerate. However, since we wish
only to find zeros of the secular determinant re-
sulting from H;, in order to trace out constant
energy surfaces in & space, we can treat this more
simply. To this end, the matrix is transformed
such that the first four columns refer to the first
OPW with spin-up and spin-down paired, while the
next four refer to the second, and so on. Then
using the Gaussian elimination technique,?’ it is
possible to treat four columns or rows at a time.2®
This eliminates the degeneracy complication and

serves to speed up the evaluation of the determinant.

The latter is important because it may be necessary
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E_f.= [200] or equivalent directions for i=1, j=2 and {=3, j=4
~® 7] [111] or equivalent directions for i=1, j=3,4 and i=2, j=3,4.

(

to compute the value of the determinant more than
1000 times for one orbit on the Fermi surface.

Having determined the A,’s at an energy E;, we
neglect the dependence of A, upon E in the remain-
der of the calculation. Of course, it would be pos-
sible to determine a Fermi energy, go back and
redetermine the A,’s, and so on, but in view of the
inaccuracy as shown by Fig. 1, this would not be
very meaningful. In fact, the initial guess of
Fermi energy was sufficiently close to the final
result that this modification was not important.

A least-squares program with the constraint that
compensation be maintained was used to give the
best fit of five extremal sections (noted in Table
1) to experimental dHvA values. This least-squares
fit determined the optimum values of the square-
well depths, and the energy E and the spin-orbit
parameter );. These are shown in Table II, and
the resulting cross sections are given in the next
section.

In the early stages of this work it was supposed
that the local component of the model potential
would be dominant and that the nonlocal contribu-
tions could be included as a small correction. It
was quickly discovered, however, that the two
types of contribution to the model potential for lead
were of roughly equal magnitude and thus we were
led to use a description in which the local and non-
local terms were considered in the same order.
The importance of the nonlocal part of our model
potential for lead may be inferred from the signifi-
cant variations in the form factor values as the
Fermi surface is traced. In Table III we show
values of V,,. averaged around several orbits of
the Fermi surface, as one indication of this varia-
tion. We see that there are variations among dif-

TABLE IIl. Form factors averaged for different orbits (Ry).

Orbit Direction V111 Vﬁi V“'i Vfﬁ’ Vzgo V()fo
v [100] -0,067 —0.080 - 0,062 -0.076 -0.023 —0.022
g [110] - 0,069 —0.080 - 0,064 —-0.076 -0.017 —0.031
4 [111] -0,070 -0.079 —0.064 -0.075 -0,017 —0.028
w [110] —-0,078 -0.071 -0,071 — 0,065 —0,022 - 0,022
0 [111] —-0.071 —0.062 - 0,080 —-0.072 —0.023 —0.021
t [001] —-0.072 —0,072 -0,072 -0,072 —0,010 —0.032
] [110] —0.061 —0.067 —0.083 —0.084 —0.020 —0,041
/] [111} - 0. 062 —0,063 —0,084 —0.084 -0,021 —0.039
4 [010] - 0,065 —0.065 - 0,083 —0.083 —0.016 —0.039

Avg.? — 0,068 -0.071 -0,073 —0,076 -0,018 —0,030
AP 25 26 29 26 70 68

2Avg. is the average for all nine orbits.

YA is the maximum variation in percent.
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ferent sections of the Fermi surface of the order
of 25-30% for the {111} terms and 70% for the {200}
terms. We might also note that the second-zone-
hole-surface averages are appreciably different
from those of the third zone. In Sec. VII we show
that this nonlocal model gives much better agree-
ment with the pressure dHVA experiments than the
local model. The difficulty with the local model is
in explaining the large changes in the second-zone
areas with pressure, and the form factor variations
noted above (neglected in the local model) may ex-
plain the improvement obtained with the nonlocal
calculations.

VI. NORMAL-VOLUME RESULTS

dHvA frequency measurements at symmetry ori-
entations are shown in Table I and compared with
the results of the nonlocal calculation. A local
calculation was also made, using the method given
in I, to fit the corrected and more accurate dHvA
frequencies. In this case the parameters were the
form factors, Vy;; and Vyqy, the Fermi energy,
and a spin-orbit parameter X. As one can see, the
rms fractional deviation is somewhat smaller for
the nonlocal model, but for both models the dif-
ferences between experiment and calculation, ex-
cluding orbit £, are less than 2%. (Orbit £ has been
omitted from these estimates because of the larger
discrepancies. We do not know why the agreement
is not better for this orbit,) In Table II the param-
eters used in both fits are given. In the same table
are shown the form factors evaluated at the sym-
metry point W for the nonlocal model and the
square-well depths which correspond to the form
factors used in the local model. In the case of the
nonlocal model, these form factors are only repre-
sentative since there is considerable variation as
mentioned earlier (Table III). The spin-orbit
parameters are larger than the atomic value; for
the nonlocal case 1, ~1.6X5,, where 1§ is the value
of A, [Eq. (4)] determined from the Pb** spectra,
while in the local case 2 ~1.3%,, where £, is the
atomic spin-orbit-coupling parameter obtained
from the lead atom.

In order to maintain compensation, it was nec-
essary to calculate both the third-zone-electron
volume V, and second-zone-hole volume V, and
keep them equal. From the derivatives with re-
spect to energy, dV,/dE and dV,/dE, the electron
and hole densities of states were determined (Fig.
3). The total density of states 91,(E) is given by
the sum of the magnitudes of the electron and hole
densities of states, and we find 9 ,(E)=7.4 Ry
atom™! which is in agreement with I. (The ratio of
the measured to calculated densities of states is
about 2.3.) Also, according to our model the slope
of the density of states at the Fermi surface is
negative [d1nN;(E)/dInE ~ - 1. 8]. However, there
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FIG. 3. Density of states in the neighborhood of Er as

calculated from the nonlocal model. The contributions
from the second and third bands, 91, and J,, respectively,
are shown, The free-electron model is shownby adashed
curve. The contribution from the fourth band has not been
calculated but begins about 0. 009 Ry above Er. The spin
degeneracy has been included.

may be large errors in this result, as two numeri-
cal derivatives of the electron and hole volumes are
required.

We have assumed that the fourth zone is empty
in these estimates, which is true for our nonlocal
model but not for the local model. We have no
experimental evidence for fourth-zone electrons,
but the pieces might be very small and missed in
our field-modulation experiments. Tobin et al.2°
have data which might be explained by the existence
of small electron pockets in the fourth zone, but
the data are also amenable to other interpretations
such as mixing frequencies. Therefore, one of the
constraints we have placed on our model is that the
fourth zone is empty. (With the local model we
were not able to maintain an empty fourth zone and
obtain a good fit to the dHvA measurements.)

There have been a number of experiments on di-
lute alloys of lead which yield information about
the density of states and its slope at the Fermi sur-
face. From measurements of superconducting
critical fields in lead with Tl as an impurity, Sekula
and Kernohan®® found that, assuming a rigid-band
model, there was a peak in the density of states at
about 0.14 eV below the pure-lead Fermi energy
which might correspond to the weak maximum in
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TABLE IV, Lowest-energy eigenvalues at symmetry points (Ry).?

Point Local Nonlocal Local Nonlocal Local Nonlocal Local Nonlocal
r -0.0172 —0,0074 1.3022 1.4437 1,8813
w 0.3322 0.4167 0.5902 0.5062 0.6756 0.6610 0. 7069 0.7210
X 0.3365 0.3986 0.5126 0.4594 0.9266 0.9912

K, U 0.3237 0.3950 0.5449 0.4930 0.6470 0.6325 1. 0200
L 0.2244 0.2776 0.4375 0.3908 1.1934 1.3717
Egp 0.724 0,712

#Nonlocal calculations for energies less than 1.9 Ry only.

our density of states curve about 0.1 eV below the
Fermi level. On the other hand, Pech® and Chol®?
have made similar measurements and found that
the density of states was increasing for energies
greater than the pure-lead Fermi energy E, but
unfortunately there were quantitative differences
between the results of the two investigators.
Careful measurements of the heat capacity in
dilute alloys of Pb with T1 and Bi have been made
by Clune and Green.® Their experiments suggest
that the rigid-band model is valid and that the den-
sity of states is decreasing above E;. Our value for
dIng(E)/dInE is consistent with their results.

The contribution to the density of states from
the fourth band has not been included here, but
from the energy differences between the fourth band
and the Fermi level at W (Table IV) we estimate,
assuming a rigid-band model,*® that there should
be an increase in the density of states at about
7 at.% Bi. Unfortunately, de Haas-van Alphen
oscillations probably cannot be observed at such
high impurity concentrations in lead, but some al-
loy studies are in progress here to study the density
of states near Ej.

We have also determined E(%) curves for our
nonlocal model, but they are rather similar to those
in I and are not shown in detail. However, in Table
IV we show the energies at symmetry points. The
most interesting region is probably near W where
we have an energy difference of about 0.8 eV be-
tween the level just above the Fermi energy (fourth
band) and the next lower energy. This separation
probably corresponds to the structure at about 1 eV
observed by Liljenvall et al.® in their optical studies
of clean lead films. On the other hand, the separa-
tion at W between the fourth and second bands is
about 2.8 eV, and this does not agree so well with
the structure at higher energies observed by Liljen-
vall et al. At W we find the largest separation be-
tween the second and third bands, while Loucks®*
has the greatest separation between bands 1 and 2;
although he finds the over-all width between bands
1 and 4 is roughly the same as ours. Since our
bands were determined only from a fit at the Fermi

energy, we might expect errors in the positions of
the lower bands.

For completeness we have also calculated the
cyclotron masses and curvatures for some of the
extremal orbits and these are presented in Table
V. The results are approximately the same as
those presented in I. We only wish to point out
that the mass-enhancement factor is smaller for
the more free-electron-like hole orbits than for the
third-zone-electron orbits.

VII. PRESSURE MEASUREMENTS

From model calculations such as we have dis-
cussed in the above section it is difficult to ascer-
tain uniqueness. However, pressure measurements
have proved useful in the testing of various model
descriptions.®® In Table I experimental pressure
derivatives of dHvA frequencies are compared with
the predictions of both nonlocal and local models.
The local-model results have been obtained from
a calculation of the form factor curves at several
lattice spacings following the approach described
by O’Sullivan et al.® In Fig. 4 these form factors
are shown at normal pressure and at a reduced
lattice spacing corresponding to 50 kbar. The spin-
orbit parameter X has been assumed to vary with

TABLE V. Cyclotron masses and curvature factors,

m*/ my
empty map® G
Orbit Direction Experimental® lattice nonlocal m*nl ok z*

v [100] 1.22 0.630 0.56 2,18 -0.7
4 [110] 0.56 0,206 0,22 2,33 2
4 [111) 0.68 0,242 0.28 2,42
w [110) 1.26 or 1.419 0,708 0.59
] [111) 1.19 0.583 0.58 2.05 - 18
13 [001] 0.89 0.189 0.33 2.69 5.2
b [110) 1.10 0.583 0.56 1.97 -8
Y [111] 1.12 0.613 0.55 2,04
¥ [010] 1.51 0. 944 0.75 2,02

3Reference 18.

PRatio of dHvA mass to nonlocal calculated mass.

°These curvature factors may be in error by as much as
50% because of small errors made in computing areas.

dReference 5.
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FIG., 4. Model-potential form factors at the normal lat-
tice spacing and the reduced spacing corresponding to 50
kbar.

pressure according to the compressibility, d1ln)/dP
=Kp;.'! The square-well depths have been assumed
to be independent of lattice spacings, but two ap-
proaches were used in treating the model-potential
radius R,. For the R,-constant columns in Table

I, the radius was assumed to be independent of lat-
tice spacing. As a second approach, R, scaled, the
radius was assumed to be proportional to the lattice
constant. We have no physical justification for the
use of the R,-scaled model.

We see that the local model does not produce a
satsifactory prediction of the pressure derivatives.
This is especially apparent when we remember that
each calculated pressure derivative contains as one
term the compressibility scaling factor of 2K,
(=1.37x1073 kbar™!) which, in fact, is almost the
entire contribution to the changes in the hole sur-
face with pressure given by this model.

The nonlocal R,-scaled model gives reasonable
agreement with experiment, even for the hole sur-
face and accounts very well for the pressure depen-
dence of the ¢ orbit. In general, the experimental
cross sections increase at about twice the compres-
sibility scaling prediction. This rather large ef-
fect seems more plausible when one notes from
Fig. 4 that the form factors V;;; and V,q, are both
negative and decreases in absolute magnitude with
pressure tending to make the areas larger. Two
exceptions are the £,y and 6,;, orbits which change
very little. This is because the arm cross sections
corresponding to, for example, ¢,,, are increasing
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in area with pressure thus tending to reduce the ¢
and 6 areas; these rednctions are at least partially
compensated by the increase in area due to com-
pressibility scaling.

VIII. CONCLUSIONS

In summary we have compared our experimental
dHvA measurements at normal and high pressure
with both nonlocal and local models based upon the
Heine-Abarenkov approach.

Either model can be adjusted to provide a fit to
the dHVA cross-sectional areas for Pb at normal
volume. The local model proved incapable of even
qualitatively describing the pressure behavior of
the ¢ orbit, in particular. In general, the results
of our pressure dHvA studies in Pb strongly favor
the nonlocal over the local model. We conclude
that, in the context of a model potential description
for Pb, the effective potential for states near the
Fermi energy has a significant wave-number-de-
pendent character. The agreement between the
nonlocal-model characterization and the pressure
results is particularly good for the R,-scaled
model. However, there is no a priori justification
for this model. The R ,-constant model underesti-
mates the response of the core electrons to lattice
parameter changes with pressure, while the R~
scaled model overestimates the core response. In
the absence of justification for allowing the well
diameter to scale with compressibility, we conclude
that the close correspondence between the scaled
model results and experiment is fortuitous.

The essential results of this work are consistent
with conclusions reached in earlier dHvA studies
of the effect of hydrostatic pressure on the noble
metals.® 3" Namely, that pressure measurements
are a very sensitive technique for revealing the
presence of inadequacies in theoretical models of
metal band structures which describe the energy
bands on constant-energy surfaces. The sensitivity
of pressure studies in this respect probably arises
from the derivative behavior they induce. Thus,

a combination of normal-volume and pressure-
dependent dHvA data includes information related
to the position of the bands in the Brillouin zone
at the Fermi energy and the behavior of the bands
for small shifts in the Fermi energy.

In this work, as well as in our earlier studies,
we have investigated the dHvA effect in metals,
at normal volume and as a function of pressure
for limited sets of selected orbits which arise with
the magnetic field along crystal symmetry direc-
tions. The possibility cannot be discounted, that
a more complete normal-volume dHvA study, en-
tailing measurement of dHvA frequencies for fields
along nonsymmetry directions, might have allowed
us to discriminate between the local and nonlocal
models for Pb.
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