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The statistical-mechanical properties of a spin-one Heisenberg ferromagnet with isotropic

nearest-neighbor biquadratic interactions are discussed.

First, conditions for having an exact

ferromagnetic ground state are found and the dispersion relation for magnons is derived. Then
the relevant thermodynamical properties are obtained in a generalized molecular-field approxi-
mation (MFA). It is shown that if three stable phases, paramagnetic, ‘‘quadrupolar,” and
ferromagnetic, come into play in the discussion, ferromagnetic ordering is always preferred
to “quadrupolar” ordering, preventing the latter from appearing as a separate phase transition.
The critical ratio of bilinear to biquadratic exchange for the onset of a first-order ferromag-

netic transition is obtained.

I. INTRODUCTION

The superexchange mechanism is known!'? to
give rise to isotropic biquadratic interactions of
the form —j(§;-§,)?, in addition to the usual Hei-
senberg bilinear ones —J(§;- S,). These additional
interactions have been of current theoretical in-
terest, =" since Harris and Owen, ® Rodbell et al. , ®
and others!®** pointed out that they could have
significant effects on the magnetic properties of
antiferromagnets, like MnO, a-MnS, EuSe, and
ferrimagnets and, in particular, cause the mag-
netic transition to become first order. More re-
cently, Blume and Hsieh!® noted that since two
order parameters at least are to be considered
for such systems [that is (S,)=m and (S2)-35S(S+1)
=y]), ordering in the “quadrupolar” parameter y
might occur as a separate phase transition.

In this paper, we study the statistical mechanics
of a Heisenberg ferromagnet with isotropic bi-
quadratic nearest-neighbor interactions between
ions with spin one on a translationally invariant
lattice. The ferromagnetic case has been chosen
since in this case we can be sure that we know
the exact ground state, provided certain conditions
are fulfilled which we derive in Sec. II. In this
section, the instability condition for magnons is
also obtained. Section III solves for the relevant
thermodynamical quantities in a generalized molec-
ular-field approximation (MFA) and discusses the
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temperature and the order of the associated phase
transitions. It is shown that if indeed three stable
phases, paramagnetic (P), “quadrupolar” (@),
and ferromagnetic (F), are found, ferromagnetic
ordering (that is the transition from P to F) is
always preferred to “quadrupolar” ordering (the
transition from P to @), whatever the ratio j/J of
biquadratic to bilinear exchange might be, pro-
vided this ratio is such that the ground state is
ferromagnetic. The critical ratio for the onset
of a first-order ferromagnetic transition is also
derived.

II. GROUND STATE AND MAGNONS
A. Ground State

We consider a system of ions with spin quantum
number s, described by the Hamiltonian
H=-2J 25 8;:8,-2 2 (8;-§,)’= 2 Hy;.
(i) e i) (i)
(2.1)
The summation runs over nearest-neighbor
pairs. The ground state of this Hamiltonian is
unknown in general. Let us make no a priori as-
sumption on the signs of J and j and see if we can
find a situation in which we are sure the ground
state is ferromagnetic. If § is the total spin of
any pair of nearest neighbors ¢ and j, since

.Sg' §j=%S(8+1)—S(S+1) 3
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the expectation value « of 5, §, may vary in the
range from -s(s +1) (fors=0) to s? (for $=2s).

It is easily shown that the ferromagnetic state for
a couple minimizes the expectation value -dJu

-ju® of H;; and thus the expectation value of the
total Hamiltonian H, when the following inequalities
are both satisfied:

J>0, —J/2st<j<dJ/s. (2.2)

When these conditions are fulfilled we are sure the
ground state is ferromagnetic, the ground-state
energy being Eo= - Js?—js*. We emphasize, how-
ever, that these are not necessary, but sufficient
conditions for ferromagnetism.

Let us make a comment on this result which is
not exactly what one might expect from a classical
point of view. One might be tempted to conclude
that provided J and j are positive, the ground state
is ferromagnetic no matter how large j is, since
the biquadratic energy is degenerate for =0 and
6= (6 is the “angle” between two spins). The
quantum result is different because §=0 gives a
lower expectation value than $=2s for (§;- §,)2.

Since we intend to solve the Hamiltonian (2.1) in
a MFA, we need to verify that at least under the
same conditions (2. 2), the ground state obtained
in the MFA is the exact ground state, i.e., is
ferromagnetic, with the same energy E,. This is
indeed the case: Using the method outlined in Sec.
IITA, we may write the internal energy of the spin
system in the MFA as

U/Nz=-35@2J-jym*—j{z[s(s+1)-xF+x%,
(2. 3)
where
m= <Szi): <Sz) )
x=(S%)=(S%)=y+¥s(s+1).

Here N is the number of spins and z the number of
nearest neighbors of a spin. It can be shown that
if conditions (2. 2) are satisfied, the lowest value
of U in the region 0sm < s, 0sx <s? m?<x of
the (m, x) plane is E4 and is obtained for m?=x
and x=s?,

(2. 4)

B. Magnons

We only give the result, which has already been
derived for antiferromagnets. ? Here the magnon
spectrum of the Hamiltonian (2. 1) is the same as
in the absence of a biquadratic term, with a simple
renormalization of the exchange constant which is
to be replaced by J*=J+ 2js(s —1). We again
verify that if (2. 2) is satisfied, the effective J* is
positive. The instability condition for magnons
J<-2js%+24s, seems to suggest that conditions
(2.2) are too drastic. This might come from the
fact that in Sec. II A, we have erroneously treated

u as a continuous variable in our discussion. We
should also point out the peculiar behavior of spin-
one ions, whose magnon spectrum is unchanged

by the biquadratic term. The reason for this is
that for a pair of such ions the state with one-

spin deviation on one ion in the pair is an eigen-
state of the biquadratic energy which is degenerate
with the ferromagnetic ground state. Thus, no
additional excitation energy associated with the
biquadratic term is required to excite a magnon.

III. THERMODYNAMICAL BEHAVIOR

We now specialize in the case of spin-one sys-
tems with a ferromagnetic ground state. As there
is an additional requirement (j > 0) for the “quad-
rupolar” phase to appear in the discussion, we
will assume

j>0 and J>j 3.1)

A. Free Energy

We calculate the free energy of the system de-
scribed by the Hamiltonian (2. 1) in a generalized
MFA, based on the Peierls variational theorem, ¢
We choose a trial density matrix p, to satisfy
the following conditions: (a) It is factorized. H;
is a one-spin Hamiltonian which we do not need
to define explicitly:

pe=exp(- B2 H;)/ Trexp(- BL H) (3.2)
where B=1/kgT. (b) It is translationally invariant.
(c) It is invariant under rotations around the z
axis, which has been singled out as the direction
of preferential spin alignment. Condition (c) is
an assumption on the symmetry of the ordered
phases to appear in the problem.

Minimization of the variational free energy

F=U-TS =Tr[pH]-5(p:) , (3.3)

with respect to appropriate variational parameters
will lead to the “best” form for p;. In (3. 3) the
expression S(p,) indicates that the entropy is to be
calculated with the aid of the trial density matrix.

Conditions (a)-(c) are sufficient to obtain the
expression (2. 3) for the internal energy U. Indeed
the form of the density matrix allows the decou-
pling of any average value of a product of spin op-
erators associated with two different sites into a
product of average values relative to one site.
Furthermore, the latter are site independent due
to translational invariance. Finally, rotational
invariance around the z axis makes it possible to
express all mean values in terms of two of them,
namely m and x, as defined in (2.4). The internal
energy in the case of spin-one systems is obtained
by setting s=1 in (2. 3):

U=-Nz[Jm®+ 5j (4-4x+3x2-m?)]. (3. 4)
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The entropy may be written'’

sz_Nsz;pmslnpms ’ (3 5)
ms

where m, is the quantum number associated with

the operator S,;, Pn, is the related probability,

and E,,,s runs over the values -s, -s+1...s-1,s.

The general relations

m=5 My by (8. 62)
x=2m%pm,, (3. 6b)
20 bm=1 (3.6¢)

may now be used to get for spin-one systems'® ex-
plicit values of the probabilities p,, po, and p_; in
terms of m and x. These lead to the following ex-
pression of the entropy:
S==Nkg[3(x+m)Inz(x+m)+ z(x —m)Inz(x —m)
+(1-x)Inl-x)]. @&.7

Combining (3. 4) and (3. 7), we get the expression
for the free energy per ion

F=-32Jd-j)m?-3j (4-4x+3x%)
+ T[3(x+m)Inz(x+m)+ 3(x - m) Inz(x —m)
+(1-x)ln(1-x)]. (3.8)

Here and in the following, we write J and j for
Jz and jz and T for kgT. Minimization of F with
respect to m and x leads to

aF . T xX+m

%-—(ZJ—])MJ}Elnx_m =0, (3.9a)

SF __; T, xem)(x-m) _

o - ](3x—2)+2 ln—‘—4—(*1_—x)'2—-—0.
(3. 9b)

Each couple of solutions (m, x) is to be associated
with a different phase, the spin system choosing

at any temperature to be in the phase characterized
by the lowest free energy. Before looking for

these solutions we might get a better insight into
the physics of the problem by considering it from
the point of view of Landau’s theory of phase transi-
tions.

B. Landau’s Theory

Let us first assume that all transitions are of
second order. The free energy [Eq. (3.8)] is
analytic in the order parameters and may be ex-
panded as

F=—4j-TIn3+ (T - To)m?+ (T = T,)y?
Ty =m’ (1= 39)+ im* (L - §9)+ §m®],

(3.10)
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with

To=%(2J -j) , (3.11)

T,=%j . (3.12)

At high temperatures the spin system is in a para-
magnetic phase (mp=0, yp=0). Ty and T, are
two transition temperatures associated, respec-
tively, with ferromagnetic and “quadrupolar”’ or-
dering. According to Landau’s theory, there will
first occur the type of ordering associated with
the higher temperature provided, as assumed,
that both transitions are of second order. Now we
note that the condition for a ferromagnetic ground
state can be written T¢>T,. This, however, can-
not lead us to a conclusion since, as we show in
Secs. IIIC and IIID, both transitions!® are of first
order in the region T,<T2T, so that neither T,
nor T, is the real transition temperature. It is
thus necessary to examine separately the two
phase changes by starting from the exact expres-
sion of the free energy and to find by another
procedure the transition temperatures in order to
be able to determine the thermal evolution of the
spin system.

C. “Quadrupolar” Ordering

This ordering is associated with the transition
from the paramagnetic isotropic phase to a “quad-
rupolar” phase of symmetry D ., with zero mag-
netization. The paramagnetic solution obviously
satisfies the couple of equations {3.9). In the
“quadrupolar” solution [mg=0, x¢(T)] the function
%xo(T) has to be determined as a solution of Eq.
(3.9b), where we have set m =0, that is, of

(G/T) (3x - 2)=In[x/2(1 -x)] . (3.13)

We keep in mind that we have to verify whether

all these solutions lead to extrema which are stable
minima for the free energy. A graphical inter-
pretation of Eq. (3.13) leads to the functions x(7T)
which are plotted in Fig. 1 together with xp=2,
Figure 2 represents the relative positions of the
associated free-energy-vs-T curves. Figure 3
illustrates the changes of the free-energy-vs-x
curve as the temperature varies. Figures 1-3
may be read in parallel: At high temperatures the
only stable minimum corresponds to the para-
magnetic solution [Fig. 3(a)] At 7,=0.73;j (as
determined graphically), a new stable minimum
appears in the free-energy curve [Figs. 3(b) and
3(c)] and its abscissa is the “quadrupolar” solu-
tion xq. This solution becomes more stable than
the paramagnetic one [Figs. 3(d)-3(f)] at tempera-
tures below Tg=37/21n2, which is the first-order
transition temperature associated with “quadrupo-
lar” ordering. At Tg the order parameter x varies
discontinuously from xp=% to xq(Tq)= % (Fig. 1).
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P FIG. 1. Extrema x(7T) of the free

energy F(T, x, m=0) as calculated from
Eq. (3.13). A part from the paramag-
netic extremum, one observes for T< T,
a double-branched “quadrupolar” solu-
— tion, the lower branch of which always
has a lower free energy than the upper
branch (see Fig. 2).

0.5 T, Toh

T (in units of j)

We now have to determine under what condition

m =0 is a stable minimum for F: The condition is
that the coefficient of m? in the expansion of F in
powers of m is positive, that is,

-3(2J-j)+T/2x>0 . (3.14)

This is always the case at high temperatures. The
requirement for the “quadrupolar” phase to be a
stable minimum down to the “quadrupolar” transi-
tion is

J<3j(1+3/41n2) , (3.15)

which is not incompatible with the condition for a
ferromagnetic ground state.

In concluding this section we have shown that the
“quadrupolar” phase becomes more stable than the
paramagnetic phase at a temperature Tq, if con-
dition (3. 15) is satisfied. We know that a nonzero
magnetization has to appear at some temperature,
since the ground state is ferromagnetic. We thus
are left with the problem of finding out the position
of the ferromagnetic ordering temperature relative

to Tq.
D. Ferromagnetic Ordering

The ferromagnetic phase is associated with a so-
lution m g(T'), xp(T) of Eqs. (3.9) with mr #0 and
xr#%. Equations (3.9) can be written

m/x =tanh (3 (To/T)m) , (3.16a)

m={x? - 4(1 - x)?exp[9(T;/T) (x - H)]}}'%,
(3. 16b)

where Ty and T, are defined in (3.11) and (3. 12).
For m=0 Eq. (3. 16a) is satisfied and Eq. (3. 16b)
represents the x-vs-T curves plotted in Fig. 1.
Since the expression in the curly brackets in

(3. 16b) must be positive for m  to exist, we may
delimit the regions in the (x, 7) plane where the
ferromagnetic solution xz(T') cannot be present.
These regions are shadowed in Fig. 4. Combining
(3.16a) and (3. 16b), we find the equation which

has to be satisfied by x z(T):

(Q

)
Q)

R
(P)
FIG. 2. Calculated free-energy-vs-T

F(x(T), T) (in units of j)

I
T2

curves for the three extrema P, Q,, @,
(see Figs. 1 and 3).

05 T, Tah

T (in units of j)
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FIG. 3. Schematic free-energy-vs-x curves [from
Eq. (3.8) with m =0] as a function of temperature for T
>Ty. For details see text.

(%= 4(1 —x)? 972/ D x2/D)]t /2

=xtanh(% % (2= 4(1 - x)? e(wz/mu-a/s)]uz)

(3.17)

The solution of this equation should be determined
numerically. However, as we are more interested
in the general features than in the details of the
thermal evolution of the system, we will rather
proceed as follows.

(a) We first wish to know at what temperature,
in the (x, T) plane, the ferromagnetic solution
xp(T) intersects the paramagnetic line xp= %, and
what its behavior is in the vicinity of this point.
This will tell us the order of the transition from
paramagnetism to ferromagnetism. The answer
is obtained by developing Eq. (3.17). It is found
that the intersection takes place for T=T,, and
that near this point

x=%5~3(To=T)/(To-2T,) . (3.18)

There is also an additional requirement
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(x=3)(To—-Ty) >0 (3.19)
in order to ensure the definiteness of the square
root. Since T3>T,, (3.19) may be written
x-320,
which enables us to find out immediately the order
of the ferromagnetic transition: If T(>2T,, To-T
has to be positive and the transition is second order.
In this case T, is the effective transition tempera-
ture. For T,<2T, the transition is first order.
This last condition may be written
j>3dJ . (3. 20)
The variety of behavior of the ferromagnetic solu-
tion in the vicinity of the paramagnetic line is
illustrated in Fig. 4.

It is interesting to note that condition (3. 20) may
also be derived by using Landau’s theory. If we
come back to the expression of the free energy as
developed in powers of m2 and y, minimization
with respect to y gives the result that y behaves as
m?, which allows us to develop F in powers of m?2
alone. More precisely, we find

y~am?y pmt | (8.21)
with

a=T/4(T-Ty), (3. 22a)

B=-3a(ct+ a-3), (3. 22b)

so that to the order m®,
Fo-%j-TIn3+5(T=-Tom?+ & T(1-2a)m*
(3.23)

The condition for a ferromagnetic first-order transi-

3
+ %T(a3+gaz-%a+ rgg)ms .

1
X 2J/3<j<J =213
e / =1 j<2Y/3
2/3 /}/ =
‘I /
3
L / :
0 TZ TQT1 2 T2 T

FIG. 4. Ferromagnetic and quadrupolar solutions x (7)
for various ratios j/J (schematic). The ferromagnetic
transition becomes first order for J<3;j/2 (in this figure
j is fixed). For J=j, the ferromagnetic and “quadrupolar”
transition temperatures are equal, as shown.
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tion is thus @ >3, which is nothing but condition
(3.20). We cannot go much further with the develop-
ed expression of F and have to come back to the
preceding approach to determine the first-order
transition temperature Tp.

(b) In principle, T may be found as a solution
of the equation

Fan-Fp=0, (3. 24)

where Fp=F(m=0, x=3%, T) is the free energy of
the paramagnetic phase and F,, is the value of the
free energy when x and m have been replaced by
their values as a function of temperature from the
minimization equations (3. 16). As the latter equa-
tions contain all solutions, all transition tempera-
tures are solutions of (3.24), as we will verify. In
fact, Fpny, cannot be expressed explicitly as a func-
tion of temperature and we have to solve the coupled
equations

TIn3(1 = x)+ 3 To[x% = 4(1 - x)? e T2/ D (x-2/3)]
+ 1T (x*-3)=0, (3.25)

and (3. 17) to get Tp and xp(T¢), the corresponding
value of m ¢(Tr) being obtained from (3. 16b). Equa-
tion (3. 25) is one possible form for (3. 24), where
m but not x has been eliminated with the aid of
(3.16). It is easily shown that (3.17), (3. 25), and
(8.16) are satisfied for T=Tq=5/21n 2 and the

two solutions already known {(m p=0, xp=2) and
[mq(Tq) =0, xq(Tg)=3]}, which are the coordinates
associated with the paramagnetic and “quadrupolar”’
phases at the transition temperature Tq. We will
now look for the third solution [m ¢(Ty), xp(Ts)]
and Ty associated with ferromagnetic ordering and
we will only consider the limiting case J=j or
Ty=T, This is the most favorable case for the
“observation” of the “quadrupolar” phase, since

it is associated to the lowest transition tempera-
ture Tp. It is easily found that the third solution
of (3.17) and (3. 25) is

NAUCIEL-BLOCH, SARMA, AND CASTETS 5

(3. 26)

ol

Tp=Tqo= ﬁé y XF=F ,
the associated value of m being m = 0.5, so that

at the transition temperature Ty, m, and x under-
go a discontinuous change from zero and % to 0.5
and 3 (Fig. 4).

Hence, in the most favorable case, the first-
order transition temperatures associated to ferro-
magnetic and “quadrupolar” ordering, respectively,
are equal. We may infer that in all more general
cases Ty >T,, Tpwill be higher than Tq (which
is independent of J), so that ferromagnetic order-
ing will always occur first, preventing the “quad-
rupolar” phase from appearing.

IV. CONCLUSION

We have studied in a MFA the thermal evolution
of a spin-one Heisenberg ferromagnet in the pres-
ence of biquadratic exchange. A “quadrupolar”
ordering which comes into the discussion proves
never to occur, as long as we consider cases
(J >j >0) where the exact ground state of the spin
system is ferromagnetic. The system always un-
dergoes one phase transition, from the paramag-
netic phase to the ferromagnetic phase, which be-
comes first order when j is larger than %J. We
wish to emphasize that we have especially limited
our study to situations where the exact ground
state has been found, because the MFA predictions
for the ground state are known not to be a priori
reliable: Thus, for instance, MFA might predict
the existence of zero- and low-temperature phases
without any vectorial ordering, ?° the occurrence
of which appears nevertheless not to be proved.
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The Zeeman effect has been studied in several rare-earth ions imbedded in lanthanide
fluorides. A special cryostat has been constructed with two liquid-helium tanks. One, at 4 K,
contains a superconducting coil giving magnetic fields as high as 60 kOe. The other, at 1.3 K,

contains a Ge:Ga bolometer to detect far-infrared radiation.

Large splittings, as high as 30

cm~!, have been observed with Nd*, Er®*, and Dy** where the ground state is a Kramers dou-
blet. For Pr®* and Ho®*, which do not give Kramers doublets, the effect of a magnetic field
is not so significant. The effect is negligible for Pr®*, For Ho", a 3-cm™! shift and a line
broadening are observed. On the other hand, whereas the spectra of LaF, : Nd** and NdF; are
very similar, for PrF; a pair of ions seems to be present and gives twice as many electronic
lines compared to LaFy : Pr’*, Localized modes are observed close to 73 cm™! for both Er®*
and Dy®, while an absorption band is observed at 64 cm™ for Dy** which seems to be slightly
sensitive to the magnetic field and has still to be explained. An average spectroscopic g value
for the ground-state and first-excited-state Kramers doublet has been calculated for Nd**,
ER®*, and Dy**. For the ground-state Kramers doublet, these values are well within the
limits of the reported g tensor based upon ESR. For the first-excited-state Kramers dou-
blet the determinations are, respectively, g,=1.7, 3.6, and 11.5 and they constitute new

data.

I. INTRODUCTION

The electric field in a crystal at a rare-earth-
ion site may split the ground state to produce a
series of sublevels extending from zero to a few
hundred wave numbers in energy. Transitions be-
tween these sublevels may be infrared active, and
a number of them have been observed at tempera-
tures low enough to get rid of the absorption oc-
curring from two-phonon difference modes. *
Lanthanum fluoride is a good host for rare-earth
ions because it can be grown in large-size crys-
tals which are not hygroscopic.

A few studies in the far infrared have been pub-
lished and a lot of low-frequency lines have been
described. 2~° Nevertheless, all the absorption
lines are not due to electronic transitions, as we

thought in our first paper.? The spectra are cer-
tainly complicated by low-frequency infrared-ac-
tive phonon modes. Fortunately, in the case of
lanthanum fluoride the phonon spectrum is simple
enough to make it possible to identify the pure lat-
tice absorption unambiguously by looking at the
whole series of lanthanide fluorides.

Only relatively small frequency shifts are ex-
pected from compound to compound because the in-
crease in the rare-earth-ion mass is small from
lanthanum to erbium: La=139, Ce=140, Pr=141,
Nd =144, Dy=163, Ho=163, and Er=168.

The increase in mass seems largely compensated
by an increase of force constants due to the in-
crease in ionic size.

The remaining absorption lines are not neces-
sarily all due to electronic excitations. In the case



