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We report measurements of the Knight shifts K and susceptibilities x introduced by Ho im-
purities in liquid AlAg alloys at 1100°C. The susceptibilities correspond to values of Hoge in
good accordance with those predicted by Van Vleck’s theory for free ions. The value of
r=K"10K/dc caused by Ho impurities exhibits an abrupt transition, as a function of solvent com-
position, very similar to that previously observed by Blodgett and Flynn for Gd in AgAl and
CuAl liquid-alloy solvents. An analysis of these data and the Ho solubility indicates that the
rare earths undergo a transition in which the impurities thermally populate two available
many-electron configurations that vary in relative energy with solvent composition. It
appears probable that the large T in Al-rich solutions originate in a degenerate mixing of im-
purity and orbitals with host band states near Eg; this conclusion cannot, however, be reached
with complete certainty. Similar results for intermetallic compounds containing rare-earth

components are also discussed.

I. INTRODUCTION

Recent studies of the magnetic properties of
impurities in metals have begun to clarify our

understanding of the way in which electron-electron
interactions cause particular impurity configura-
tions to be preferred.! Early theoretical investi-
gations of 3d-transitional impurities in simple-
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metallic solvents focused attention on the one-
electron 3d levels. A straightforward incorpora-
tion of exchange and Coulomb energies in the impu-
rity cell leads in the Hartree-Fock theory to the
Friedel-Anderson model of magnetic susceptibility
and stability.?’® This yields results for impurities
similar to those of Stoner’s model for band ferro-
magnetism.! Later work has pointed to the ad-
ditional role of configurational effects in deter-
mining impurity properties.’~8 Impurities are
often dominated by forces similar to those in free
atoms or ions and in part the metallic host lattice
merely alters the relative energies of these ionic
configurations. It has long been known, for ex-
ample, that rare-earth ions in metals have almost
precisely the magnetic properties of the spin-orbit
coupled free ions, as if the host lattice had little
or no effect on the coupled 4f electrons.® For 3d
impurities also, the spin-spin coupling in the im-
purity cell must far exceed in strength any coupling
between individual spins and external probes.
Therefore, as for rare earths, an external field
merely gives preference to certain configurations
without perturbing appreciably the tightly coupled
impurity configurations themselves. Signs of this
are clearly visible in sweeping trends of the sus-
ceptibility variation among solvents in the region
of local-moment destruction.” Even for nontran-
sitional impurities it is often the over-all impurity
configuration that plays the important role. Thus
halides, chalcogenides, and even pnictide impurities
are found to enter alkali-metal hosts as negative
ions, in the 'S, configuration, with charge neutral-
ity maintained by repelled band states.®

These diverse examples show that impurities
in metals tend to adopt many-electron configura-
tions, remarkably similar to those observed in
salts, in free atoms, or in free ions. The several
cases cited have configurations dominated by dif-
ferent aspects of the electron-electron interaction,
but they have in common the fact that a local con-
figuration with a recognizably atomic character
prevails in the metallic environment. In contrast
to the case of free atoms, we cannot consider im-
purity nuclei in metals to be neutralized by a spe-
cific set of localized electrons, for the host conduc-
tion states overlap appreciably with valence states
confined in the impurity cell. The fact that the
electrons forming the configuration must therefore
constantly change while the atomic configuration
persists provides a remarkable illustration of inter-
electronic correlation in the impurity cell.

Two time intervals are important in determining
impurity structure. The first of these 7, is the
duration of one-electron collisions between host
band states and the impurity; this is the period
for which any single electron interacts with the
impurity. In one-electron theory 7/7, is essentially
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the “bandwidth” of those one-electron levels that
have large amplitudes in the impurity cell. We can
obtain 1, from the one-electron phase shifts 7, that
specify the asymptotic form of the perturbed host
wave functions, by!®

T,=2n(dn/dE). 1)

With one-electron bandwidths ~1 eV, we estimate
that 7, ~3 X10'® sec is a typical one-electron life-
time for impurity orbitals in metals.

The second characteristic time 7, measures
the period for which a particular many-electron
impurity configuration persists. In an isolated
free atom the quantum states are infinitely long
lived (neglecting spontaneous radiative decay of
excited states), but even in dilute gases the energies
of various configurations are lifetime broadened as
collision causes transitions that establish thermal
equilibrium among the various available configura-
tions. The comparable effects of thermal perturba-
tions for impurities in metals are augmented by a
direct coupling of the impurity electrons to the
thermal reservoir of the conduction-electron gas.
This is both a particle source and a thermal bath;
and it might therefore appear that the local density
of electrons at the impurity can fluctuate wildly in
time. However, since any charge excess must be
screened out inside the time interval w;!, with w,
the plasma frequency, it follows that the comple-
ment of electrons in the impurity cell is preserved,
and that the fluctuations merely alter the configura-
tional arrangement of the impurity electrons at a
rate given by the frequency 7;'.

A statement that correlation is important in the
impurity problem simply means that 7> 7, so that
the impurity configuration is modified only after
a long series of one-electron collisions. It is
easily demonstrated that this condition holds in
certain cases since the observable spin resonances
of magnetic ions such as Gd in Ag at low tempera-
tures! indicate that the intact impurity moment
completes many Larmour periods, occupying in
all a period of 7 >10-!% sec. Little is known about
7. at higher temperatures. The spin-lattice relaxa-
tion rate certainly increases but it must be noted
that the dominant relaxation mechanism almost
certainly (because of energy conservation) is one
in which a conduction-electron spin flip merely
reorients the impurity spin and leaves the relative
configuration of coupled electrons intact. The
relaxation time, therefore, establishes only a lower
limit on the configurational lifetime 7., and precise
measures of 7, are entirely wanting. One result
of the present work is to show that for rare-earth
impurities, in liquid metal solvents at 1000 °C,
the configurational width remains much less than
BT=~0.1 eV, so that 7,>10""3 sec. Clear evidence
for thermal repopulation among alternative con-
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figurations also appears in the observed suscep-
tibility of Sm impurities in metals.'?

Rare-earth ions have a notable advantage over
other species of impurities in metals. The 4f
shells of free rare-earth ions provide a famous_
example of structures obeying Hund’s rules of L-S
coupling., Their magnetic properties at high tem-
perature can be described with considerable ac-
curacy by the equation'®

X= 1%, /3kT + high-frequency terms, (2)

in which high-frequency terms represent a (usually
quite small) correction for components of the mag-
netic moment perpendicular to the resultant angular
momentum J=L+8. For our present purpose the
important point is that the magnitudes of u,,, pre-
dicted for the free-ion structures are in excellent
agreement with the observed values. In this way
the values of u,, identify particular quantum-me-
chanical configurations of 4f electrons inthe free ion.
The magnetic properties of rare-earth impurities
in metals (and indeed, of the rare-earth metals
themselves) also conform to Eq. (2) and the the-
oretical p,,, with great fidelity.® It follows, there-
fore, that the quantum-mechanical description of
free-ion 4 f levels must also provide an excellent
first approximation to the 4 f structure of rare-
earth impurities in metals. This is in marked con-
trast to the more usual lack of any useful first ap-
proximation to the structure of foreign atoms in
metallic hosts. It is with this point in mind that
the present series of investigations were under-
taken,

In this paper we report and analyze the way
properties of Ho impurities depend on the host
lattice of certain liquid-alloy solvent materials.

Ho impurities are found to undergo an abrupt transi-
tion in AgAl solvent alloys, similar to the transi-
tion previously observed by Blodgett and Flynn!‘
for Gd impurities in liquid CuAl and AgAl solvents.
The Gd transition was previously interpreted as
taking the 4 f impurity orbitals from bound states
below the host conduction band bottom in Ag to
virtual levels resonating with band states in Al.
Our present rather similar results for Ho impu-
rities are interpreted here as also marking a tran-
sition from a Ho configuration in Ag for which 4 f
levels lie below the conduction band to an alternative
Ho configuration in which the 4 f levels lie in the Al
conduction band. However, while it was supposed
previously that the 4 f one-electron levels shifted
continuously with solvent composition, there ap-
pears strong evidence presented here that in

both the Gd and Ho cases the transition takes place
directly from one configuration to the other as the
configurational energies shift relative to each other
with changing solvent properties. The results
suggest strongly that the impurity state of lowest
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energy changes with solvent composition from one
to the other of two competing configurations, and
the observed transition is a result of the modified
thermal occupancies of the two configuration con-
sequent upon this inversion.

It is not immediately obvious that the large
changes (~10 eV) of 4 f one-electron energy re-
quired for the bound-to-virtual state transition can
reasonably occur in rare-earth impurities. The
remainder of this Introduction concerns first this
point and then finally the methods by which the
transition can be detected.

Core levels in neutral atoms are highly sensitive
to the precise atomic configuration. This may be
demonstrated for the rare earths of interest here
by reference to the Herman-Skillman'® calculations
for the two alternative structures 4 f26s? and
4f'5d6s% of Ce and 4 f°6s? and 4 f85d6s® of Tb. It
is found in each case'® that all core levels, includ-
ing the 4 f shell, change energy by ~0.6 Ry (~8 eV)
in passing from one configuration to the other,

The point is that only a small change in radius of
the outer valence shells is required to cause a
substantial and relatively uniform change in poten-
tial over the inner core region. For example, a
single valence orbital modified from 1.5 to 2 A in
radius changes the core levels by ~3 eV. These
large changes in one-electron energy do not neces-
sarily indicate comparable changes in the total
energy of the ion. In the cases of Ce and Tb
mentioned above, the competing configurations
have total energies sufficiently close as to leave
in doubt the question of which lies lower. The
fact is, of course, that the nuclear charge also
experiences the modified potential of the inner
core region,

These points have particular importance for
impurities in metals, because the impurity valence
orbitals must necessarily suffer a considerable
distortion when the impurity is incorporated into
a metallic host lattice.!® In most cases, the outer
shell of impurity electrons mixes into the solvent
conduction band, and the sharp atomic levels are
spread over a spectrum of energies with a conse-
quent distortion of the wave functions and change
in core potential. Further modifications are ex-
pected when outer d or f shells mix with the band
so that ten or more orbitals may suffer appreciable
distortions that contribute to the ionic potential.

It is possible in certain instances!? (e. g., Ne in
Na, etc.) that all impurity orbitals lie below the
host band bottom so that no degenerate mixing takes
place. Even so, the conduction-electron gas is
scattered by the impurity potential into a self-con-
sistent distribution that ensures the electrical
neutrality of the defect cell. This screening redis-
tribution is itself entirely analogous to a valence
distortion and causes similar changes in the one-
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electron impurity levels.

The electron scattering by the impurity potential
also provides the mechanism employed in this work
to detect the change of impurity configuration.

Most rare earths have incompletely filled 4 f levels
with one spin subband more occupied than the other.
For this reason the perturbation experienced by

host band states is spin dependent and causes a spin-
dependent conduction electron redistribution.
Neighboring solvent nuclei experience a hyperfine
interaction with the local unbalance of band states
with opposing spin orientations, and the hyperfine
field may be detected as an additional Knight shift

of the solvent nuclear magnetic resonance.'®

Any of several different mechanisms of spin-
dependent electronic redistribution may be responsi-
ble for the Knight-shift changes, depending on the
nature of the impurity. An oscillating long-range
disturbance of the conduction-electron density oc-
curs whether or not the impurity f levels mix into
the conduction band. When the 4 f levels lie below
the band bottom the exchange interaction between
conduction electrons and the core causes a perturba-
tion proportional to the net core spin S. This can
be described in the limit of small coupling by the
Ruderman-Kittel-Kasua-Yoshida (RKKY) theory.!®
When, on the other hand, the 4f levels mix into the
conduction band, they cause a strong f-wave dis-
turbance of band states degenerate with, and having
the same spin orientation as, the core levels. A
third alternative is obtained when “interband mix-
ing”# causes a slight depletion of filled impurity
4 f orbitals and a similar local accumulation of f
states having the symmetry of empty impurity or-
bitals. Within the limitation of one-electron theory,
each of these processes may be described by means
of phase shifts that characterize the asymptotic
form of the distorted band states. We shall turn
to a discussion of these matters in Sec. III after
first presenting the experimental results in Sec. II.

II. EXPERIMENTAL

The experimental studies reported in this paper
continue a line of investigation begun by Stupian
and Flynn,® with studies of all rare earths in liquid
Al, by Rigney, Blodgett, and Flynn,® with studies
of all rare earths in liquid Cu, and by Blodgett
and Flynn,'* who studied an abrupt transition of Gd
impurities in CuAl and AgAl solvents. The present
report concerns the properties of Ho impurities in
AgAl solutions. As in the previous studies, the
quantities determined are the impurity-induced
Knight-shift change, the impurity susceptibility,
and, to a limited extent, the solubility of the im-
purity in the AgAl host lattice.

Ho was chosen for study as it is more complex
(4/'°) than the case of Gd (41 ") studied by
Blodgett.!* It was anticipated, before our present
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understanding of developed configurational effects,
that the presence of electrons in both Ho 4f sub-
shells might add structure to the transition from
bound to virtual states. Liquid Al was chosen as

a solvent possessing a readily observable nuclear
resonance and known also to exhibit the unexpectedly
large spin-density disturbance® previously ascribed
to virtual 4 f levels. Al was diluted with Ag to ob-
tain electron gases of various densities without
greatly modifying the A1?” Knight shift in the absence
of Ho.

The NMR and susceptibility measurements re-
ported here were made with equipment similar to
that described by Blodgett and Flynn.!* To deter-
mine more precisely the change in Knight shift
caused by Ho additions the NMR data were obtained
differentially. A double probe shown in Fig. 1 was
made to contain both a reference sample and the test
specimen. Erratic day-to-day fluctuations of mag-
netic field distribution between the magnet pole
faces were eliminated from the results by comparing
the test sample with the reference sample inside
the furnace assembly.

A. NMR Studies

Figure 2 shows the observed Al?" Knight shift as
a function of composition throughout the range of
AgAl alloy compositions at 1100 °C. The rather
small (<4%) shifts are in good agreement with
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FIG. 1. Exploded view of the NMR-differential probe

employed in the present work.
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FIG. 2. Al?" Knight-shift change AK as a function of
composition in liquid-AgAl alloys at 1100 °C.

previous less precise results,'* residual systematic
differences being much too small to affect the con-
clusions drawn from the earlier studies. Thus, by
virtue of the small, reproducible shifts, AlAg
proves to be a suitable host lattice for Knight-shift
studies.

Ho additions to liquid AlAg solvents at 1100 °C
caused the added shifts indicated by the values of
T'=K;'(8K/3¢c) in Fig. 3. Here, K, is the pure Al
Knight shift and K that in the alloy solvent, with ¢
the concentration (atomic fraction) of Ho impurity.
Previous detailed studies have revealed that K is
linear in ¢ for ¢£0. 05 in these liquid materials,5:%14
although the skin effect can introduce large non-
linear effects under less favored circumstances.?
The observed I" agree well with the previous result
for Ho in pure Al.% At host compositions neighboring
co~37 at. % Al, 63 at.% Ag, I is observed to fall
abruptly from ~-8 to ~- 1, as found by Blodgett
and Flynn!* for Gd in CuAl and in AgAl. It should

S e
::"-4_ |
INERE

Ag IE) 2IO Bb 4IO 5|O GIO 7|O 8'0 9IO Al

Al (at%)
FIG. 3. Additional Knight-shift changes AK caused
by Ho impurities in liquid-AgAl alloys at 1100°C. The

changes are given in terms of I'= AK/cK, with ¢ the Ho
concentration and K, the Knight shift in pure Al.

Ho (at%)

FIG. 4. Knight shift as a function of Ho impurity
concentration in two AgAl solvent alloys at 1100 °C. The
sharp break indicates the limiting solubility in each case.

be remarked that the spin-dependent I" in Cu (and
hence probably also in Ag) is ~0.1,° and that the
coupling between the nuclear spins and the 4 f core
levels therefore decreases by about two orders

of magnitude. As far as can be judged, the Ho and
Gd transitions occur over similarly small ranges
of solvent electron density.

Any attempt to determine accurately the width
and shape of the transition is discouraged by a
remarkable decrease in Ho solubility near the tran-
sition, Figure 4 shows how the Al?” Knight shift
saturates with Ho concentration ¢ for ¢~0.1 at.%
when the solvent contains cy=40 at.% Al and at
c~0.6 at.% when ¢,=64 at.% Al. We presume that
the nonlinearities signal the limiting Ho solubilities
in those hosts. The maximum solubility deduced
in this way for Ho in various AgAl solvents, shown
as a function of host composition ¢, in Fig. 5, ex-
hibits a marked minimum at the transition. Similar
effects were found for Gd impurities in CuAl.!*

The unfortunate fact that Ho proves less soluble
than Gd has limited the accuracy available in the
present studies of the interesting transition region.
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\
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FIG. 5.

Maximum solubility ¢ of Ho in AgAl alloys
at 1100 °C.
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FIG. 6. Susceptibilities of AgAl liquid alloys at

1100 °C.

B. Susceptibility Studies

As mentioned above, the susceptibility of rare-
earth ions provides an accurate monitor of their
4 f configuration. The Ho susceptibility was there-
fore determined through a range of host composi-
tions spanning the transition. Figure 6 shows how
the susceptibilities of the liquid AgAl solvent alloys
vary smoothly with composition across the entire
range of the phase diagram. Figure 7 shows the
additional susceptibilities introduced by Ho impu-
rities in these alloys, expressed as values of .
The observed value agrees with the theoretical
Megs=10.6 up to within the experimental uncertainty.
It seems-in particular for Al-rich alloys that p,,,
does not deviate by more than + 0.3y, from the the-
oretical value. This result plays an important part
in our subsequent interpretation. Furthermore, al-
though the uncertainties are largest near the tran-
sition because of solubility problems, there appears
no reason to believe that p,,, is modified significant-
ly by the transition.

III. DISCUSSION

A. Significance of Susceptibility Results

We shall discuss impurity structure within the
one-electron approximation and for an isotropic
host lattice. The phase shifts induced by the im-
purity potential into the conduction-electron partial
waves then serve to specify both the impurity struc-
ture and the wave functions outside the impurity
potential. An impurity causing energy-dependent
phase shifts 7,,,.(E) for electrons of spin s and
angular momentum / having a projection m on the
quantization axis has a density of impurity states!®

Nypo(B) = ( 17) (d—ZlEm) @)

with those quantum numbers. In this way the phase
shifts as functions of energy specify the impurity
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structure within the Hartree-Fock approximation

to a degree comparable with a tabulation of the
energy and symmetry of the occupied bound orbitals
in insulators. Supplementary information concern-
ing orbitals bound below the band bottom is also
required for the case of impurities in metals.

It is worth emphasizing here that the phase shifts
provide a general one-electron description and that
alternative perturbative treatments employed to
describe impurity effects are merely particular
approximations to the general phase-shift results.
We shall comment further on the RKKY approxima-
tion after an important point concerning the suscep-
tibility is established.

From Eq. (2) we find that the occupation of an
orbital with the phase shift n,,,,(E) is

EF 1
nlms: Nlms(E) dE:—; 77lms (EF) . (4)
0

A completely full orbital with »=1 evidently has
n(Eg)=m, whereas a completely empty orbital has
n=0, and therefore n(E;)=0. Since we may clearly
suppose that truly bound orbitals below the band
are fully occupied, it follows that the occupation

of any angular-momentum state differs from 0 or 1
only to the extent that n(E;) differs from 0 or 7.
Now the ., for Ho impurities in metals agrees
with theory for free ions to within +0.3u, in
10.6up, or to about +3%. It follows from Eq. (5)
that the orbitals in the metal are fully occupied

or fully empty to this precision, so that

Tsms = O(modn) +0. 1 rad (5)

holds for Ho impurities. Similar conclusions may
be reached for most other rare earths from the
available data.

Note that the observed susceptibilities also rule
out the possibility that valence orbitals exhibit
either a spin or an orbital magnetization along p.,,
of magnitude greater than ~3% of p,,, (neglecting

T T T T T T T T T
12+ B
ol | _
\} R e E —— —}— —————————
col -
Kl
3
ok { i
Transition region
8+ 4
T+ 4
L 1 L L 1 1 I { 1L
Ag 10 20 30 40 50 60 70 80 90 Al
Al (at%)

FIG. 7. Observed effective magnetic moment pq,
that describes the susceptibility of Ho impurities in
AgAl solvent alloys at 1100 °C.
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the possible fortuitous cancellation of several ad-
ditive contributions to p.,). This conclusion holds
for rare earths dissolved in liquid Al,® Cu,? and
Ag!* but not for rare earths in solid Sc where p,,
is substantially increased and made anisotropic

by the noncubic environment,?

B. Significance of Observed Knight Shifts

The large Knight-shift changes caused by rare-
earth impurities in simple metals arise from a
coupling between the core spin S and the host band
electrons. This conclusion follows from the fact
that I" varies with T and with impurity species in a
way unmistakably associated with the field-induced
4 f spin polarization

(S)~glg=1) JUJ+1)ugH/3ET . ®)

Thus, the origin of the shifts appears to be beyond
question, What seems to remain in doubt is the
mechanism by which the 4 f cores couple to the con-
duction band. We shall show in what follows that
the RKKY mechanism can never adequately describe
the size and sign of the observed I'. Both the
degenerate mixing of 4 f levels into the band near

Eg and the “interband mixing” mechanisms can
possibly produce the correct size and sign of T.

In the case of interband mixing, however, only an
optimal choice of parameters can make the predicted
shifts approach the large size of the observed T,
and then the possibility remains only marginal.

1. RKKY Exchange Mechanism

It has been noted elsewhere that the RKKY inter-
action is likely to have quantitative success only
for the weak interactions between host nuclear
spins!®23:14, this is the case for which it was first
derived. The RKKY interaction in its customary
form appears only as the limit of weak spin-depen-
dent s-wave scattering, When the valence s-wave
scattering is also weak enough to be described by
the Born approximation, an impurity causes a spin-
density disturbance!*

n(x) =

3n (sin2(x+ n) _sin 2(x+ n,)> @

8 \ x%(x+7) x2(x+1,)

with x=k,7. Here n=£k%/372 is the host electron
density and 7, and 7_ are the s-wave phase shifts
at the Fermi energy for electrons with spin up and
spin down, respectively.

T can be calculated for this mechanism by com-
paring the spin polarization caused by oriented im-
purities, according to Eq. (7), with the spin polar-
ization caused by solvent Pauli paramagnetism in
an applied field. The result is

1_‘=4E,.-g(g—1)J(J+1) S"f(,r) on() r? dr

9RTS
0
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~1.2X10”S kR f(x) on(x) x2dx  (8)
0

for Gd with J=S=%, g=2, and for Ep/kT=~100 as
is appropriate in the case of Al at 1000 °C. In
Eq. (8), f(¥) determines the probability P(7) dr of
finding a solvent nucleus at » from the impurity
according to the relation

P()=4nf () r?/Q, ©)

with © the solvent atomic volume. Thus f(r)=~0
out to the first-neighbor sites and f(») ~ 1 thereafter.
The first neighbors lie at x ~5 for trivalent metals
so that each term contributed by on(x) to the dimen-
sionless integrand in Eq. (8) is £ 2X103, As each
term oscillates with period 7 as x increases, we
see that the RKKY interaction cannot contribute the
observed |I'|~10 however large the coupling to the
band may be. The point is that the spin-density
disturbance depends only on 7(mod=)and does not
increase without bounds.

In the present case we are further restricted by
the susceptibility data to set |, —n_1<0.1 rad.
The two terms in Eq. (7) then largely cancel and
the RKKY I becomes of no significance. Note that
it matters little that the RKKY interaction in tri-
valent hosts has the wrong sign. The sign merely
alters the phase of the density oscillation which is,
in any event, perturbed by valence effects!* for
impurities, as indicated by Eq. (7). The main
point is that the RKKY interaction can never ap-
proach the order of magnitude of the observed ef-
fects in Al-rich alloys. There is no reason to
suppose that exchange scattering of higher partial
waves can change this conclusion to any significant
extent,

2. Degenerate Mixing Mechanism

Degenerate mixing occurs when 4f core levels
resonate with band states near some energy E,;.
The f-wave phase shift rises from 0 to 7 near E,;
for the occupied f orbitals, while the phase shift
must remain near zero for the unoccupied orbitals.
From the observed ., it follows that the phase
shifts at E, are within + 0.1 of 0(modn).

The host band states are perturbed whenever
n+0(modn). In the present case the occupation of
orbitals is spin dependent and a spin-density re-
distribution occurs. The contribution to I' per 4f
orbital is found to be®

kR
1=S T k2[4, (k) sin?n, (k) + By (k) sin27, (k)] dk,
0 (10)
with A and B functions that can be calculated from
f(r). When 7 rises from 0 to 7 over a narrow range
k of k near kp, one finds the following narrow band
result for degenerate mixing:
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kR

In=Akyp) k2 S“ sin®ndk. (11)
Here it is assumed that the band shape specified by
dn/dE is symmetrical so that the term in sin27n
vanishes. A(kg)~— 2.5 for trivalent materials.
Using this and the observed I', Stupian and Flynn®
deduce that
kp
S sin®n(k) dk=1.3 X102k, 12)
0
for rare earths in liquid Al. This corresponds to
a full 4f bandwidth of ~0.5 eV.

Thus, the observed I follow very easily from
the theory for degenerate mixing. Only narrow f
bands are required to cause the observed shifts,
and the observed sign follows whenever the 4f states
fall within 0. 2k of the Fermi surface.’ It should
be reemphasized that the spin-density distribution
causing the shift does not in this case have the
traditional oscillatory form decaying as » "% with
distance from the impurity. Rather, the spin
polarization is concentrated in a sphere of radius
~(x)! around the impurity. The reason is that
long-range effects of the form -3 are caused by
perturbed states at the Fermi limit k2. In the
present case the phase shifts are O(modn) +0.1, so
the states at & are little perturbed. Instead, the
polarization arises from states near E,, and the
disturbance takes the approximate form

m(r) ~v-2e™ cos(2kr+ 9), (13)
with & the wave vector at E,; and ¢ some mean phase
angle.

3. Interband Mixing

As noted above, all coupling mechanisms between
the host conduction band and an impurity potential
are described in Hartree-Fock theory by the phase
shifts as functions of energy. Watson ef al.?°
have pointed to an interband mixing effect that
causes an emission of f electrons from occupied f
orbitals at the impurity into the conduction band
near E., and an analogous absorption of electrons
into unoccupied impurity f orbitals. The effect
was discussed first for intermetallic compounds
containing rare-earth components,? but there ap-
pears no reason why similar processes should not
occur at localized impurities in foreign host lat-
tices. Watson ef al.?° note that two processes, one
involving local p-like band states and the other
f-like band states, contribute to the interband mix-
ing effect. The calculations are apparently difficult
to conduct from first principles and there appears
at present to be no reliable guide to the magnitude
of their effect on I,

Fortunately, we can discount on experimental
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grounds any profound influence of p-like band states
on I'. It has previously been shown®'!* that

Eu (4/"6s?) and Gd (4 f"6s26p) give similar values
of I" despite a valence change that must surely
modify significantly the density of p-like band
states that overlap in space with the half-filled

4 f shell (the band states are, of course, the rare-
earth valence orbitals inside the impurity cell).

It seems safe, therefore, to ignore band states of
p symmetry and to focus attention on processes
involving f-like band states and f-like core states
alone. These processes are extremely simple;
they consist merely of a partial transfer of f-sym-
metry orbitals from local to band states, and are
described in Hartree-Fock theory by the f-wave
phase shift as a function of energy. In effect, the
interband mixing acts as a local isotropic potential
that may influence the variation of n; with E. The
emission processes studied by Watson ef al. cor-
respond for full orbitals to a reduction of the lo-
calized f-wave density with increasing energy and
hence to a decrease of 7,(E) below the value 7 for
n=1. Similarly, absorption increases 7,(E) for
empty orbitals above the value 0 for »=0. The
result, as previously remarked by Blandin,? is
the pattern of f-wave phase shifts shown for bound
and virtual 4f levels in Fig. 8. There is nothing
unusual about the phase shifts in Fig. 8; they are
qualitatively identical with the behavior expected
for one-particle scattering from an isotropic well
giving rise, in the two cases, to sharp spin-depen-
dent bound or virtual levels.

We shall for this discussion indicate by “degen-
erate mixing” the sweep of phase shifts from 0
to 7 through the energy region in which an occupied
core orbital hybridizes into the conduction band.
By interband mixing we shall signify any reduction
of n below 7 above E,; or any increase of n above 0
for an empty orbital., It is our opinion that these
latter features of the density of impurity states
may arise from a variety of distinct causes related
to features of the impurity potential, and that the
notion of interband mixing may itself only be useful
in the absence of hybridization (degenerate mixing)
when the 4 f levels are bound. Nevertheless, the
name interband mixing will serve here to specify
a particular aspect of impurity structure that may
contribute significantly to I,

It is easy to calculate approximately the largest
possible effect of interband mixing on I'.  Suppose
that the phase shift 7, for a filled bound f orbital
takes the form

Ng= 1= 1nkp)k" /kf (14)
and that for an empty orbital
Ne="1(kp)k" /R . (15)

In these expressions 7(ky) is the deviation of 7
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FIG. 8. Patterns of f~wave phase shift for (a) bound
states and (b) virtual states. The features described as
degenerate mixing and interband mixing are indicated.

from O(modn) at the Fermi limit, and this deviation
is presumed to emerge at £’ with increasing %, in
accordance with the Born approximation to poten-
tial scattering.! Using Eq. (10), the effect of an
occupied orbital on I' may now be expressed for
N(kF) small in terms of an integral

fim== s:F B (k) sin[2n(kp)k" /kE 1 dk

> —3kg Blkys) nlkp), (1e)

in which the integral is evaluated for n(ky) small
and B(k) slowly varying near k.

Each occupied and unoccupied orbital contributes
an integral to I" of the magnitude given by Eq. (186).
At the same time each occupied and unoccupied
orbital contributes to a deviation of the magnetic
moment from the ionic value. As occupied and
unoccupied orbitals contribute equally the observed
susceptibilities limit n(k;) to a value less than
0.05 rad. Using Eq. (11) to obtain the observed
value of the integral I we can now express the ratio
of T';,, the maximum T possible from interband
mixing, to the observed T,  as

Tin_ 2Ry B(kR)n(ky)

Ton ~ EA(n) x1.3x10%, =03 (17)

for the values A(kg)=~2.5, B(kp)=0.5, and 7(k;)
£0.05. Thus, the observed susceptibility is so
close to the free-ion susceptibility that deviations
of the phase shifts from 0(modn) are too small to
cause the observed T'.

Unfortunately, this conclusion cannot be held in
full confidence because the values of A(kp) and
B(kg) are not known with accuracy and because the
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estimated B(k) increases with decreasing % in a
way that could bring the maximum possible I';, into
the range of the observed I'. Substantially more
precise susceptibility data for these dilute impu-
rities would be required to eliminate entirely the
possibility that I" contains substantial contributions
from interband mixing.

In summary, then, we note that the values of p.,,
and x for rare-earth impurities in metals do not
point unequivocally to any particular impurity struc-
ture. The observation found comfortable explana-
tion in size and sign from the degenerate mixing
of 4f orbitals into the conduction band between 0. 8%,
and kp, with a bandwidth ~10-2k;, as proposed by
Stupian and Flynn.® On the other hand, it is not
possible with the existing data on T" and x to exclude
the possibility that the 4f levels remain either below
the band bottom, or low in the band, and that the
observed I originate in small deviations of the
phase shifts from 0(mod7) over broader regions of
k space. This latter mechanism, indicated in
Fig. 7(a), may well be too weak but cannot at pres-
ent be entirely discounted. Further insight into the
impurity structure is obtained from the I' transition
itself, and it is to a discussion of this transition
that we now turn,

C. Transition from Large to Small I’

We have seen that the coupling between impurity
core spins and host nuclei is reduced abruptly in
solvents containing 63 at.% or more Ag. The
relevant experimental facts may be summarized
as follows:

(@) The strong coupling observed in pure Al is
further increased by ~25% in passing to alloys
containing 60 at.% Ag. A similar increase is ob-
served for Gd impurities.!*

(b) The spin-dependent coupling in pure Cu was
previously found to be two orders of magnitude
smaller than in Al. In conjunction with previous
Gd data for AlAg solvents, the present Ho results
indicate that the coupling in alloys containing
25 at.% Al remains at least one order of magnitude
smaller than that in 40 at.% Al alloys. Therefore
the transition is sharp in the sense that I varies
one to two orders of magnitude faster with Al con-
centration in the transition region than outside the
transition region.

(c) Earlier studies show that Eu (4f7) and Gd (4f7)
give similar I in Al despite the change of valence
from 2 in Eu to 3 in Gd.

Whether the large I' in Al arises from degenerate
or interband mixing it is necessary to explain how
an abrupt transition in coupling strength can occur.
This transition is unlikely to involve a valence re-
arrangement, in view of point (c) above, and cer-
tainly causes no appreciable change of susceptibility
or 4f core structure. Given these stringent restric-
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tions we have been unable to hypothesize any origin
for the transition other than that type in which the
core and valence levels shift into degeneracy and
so couple together more strongly. This being the
case the strong coupling mechanism occurs either
when the f levels lie high in the conduction band
and couple to the band by hybridization or when the
f levels lie lower in the band and the coupling to
impurity nuclei takes place because the phase shifts
at higher energies deviate from 0(modn). In either
case the weak coupling observed in monovalent
solvents probably does arise from an exchange
coupling between band states and truly bound 4f
orbitals. As remarked in Sec. III B, the degenerate
mixing mechanism of strong coupling appears the
more likely but cannot be identified with certainty.

In analyzing the transition itself we must acknowl-
edge two distinct processes by which an impurity
may change from one structure to another. First,
we may imagine that the impurity one-electron
levels distort smoothly with changing solvent char-
acteristics until the impurity eventually passes
from one structure (say, in Ag) to a second (in Al).
Second, as mentioned in the Introduction, it is
possible that an impurity can exist in a number of
distinct configurations having differing total energies
that change smoothly with solvent structure. We
shall refer to the first type of transition as a one-
electron transition and to the second as a con-
figurational transition. Neither transition has
been studied experimentally or subject to extensive
theoretical discussion, although Mott?® has re-
marked on the limited lifetimes of one-electron lev-
els close to the band bottom, and Kohn and Majum-
dar?® have examined the one-electron transition
for a gas on noninteracting particles. More re-
cently, Flynn and Lipari!? have investigated
quantitatively the way in which higher valence
impurities bind states in alkali metal hosts, but
by methods that break down in the limit of weak
binding. Consequently, there is available at
present neither theoretical nor experimental guid-
ance as to the behavior expected in either config-
urational or one-electron transitions.

There seems, nevertheless, to be an experi-
mental distinction that can be drawn between these
two types of transitions. A transition that arises
from a continuous variation of one-electron levels
need not be abrupt, for the coupling must vary
progressively as the changing solvent properties
gradually alter the one-electron levels. In the
case of a transition to virtual levels high in the
conduction band one might expect structure on the
transition because the virtual levels probe the
band at different energies for different host alloys.
An added structure might appear in the present
case of Ho impurities from the fact that the two
Ho 4f-spin subbands lie at different energies.
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Finally, it is not clear that the smoothly changing
one-electron levels could possibly give rise to
abrupt changes in thermodynamic properties at
the I" transition.

Each of these points appears to be modified for
a configurational transition. A change from one
configuration to the alternative state must take
place abruptly as the configurational energies
cross. Moreover, since the transition takes place
from one stable configuration to another, the ob-
served I" should be rather stable outside a narrow
region in which the alternative configurations are
essentially degenerate in ways discussed below.
Features of the one-electron levels cannot add
structure to the configurational transition. Finally,
since the transition takes the impurities to an en-
tirely new configuration, there may be substantial
changes of thermodynamic properties.

It is clear that the observed sharp structure-
less I transition between values that are stable
over wide ranges of host composition fits far
better the case of a configurational transition than
the one-electron alternative. Furthermore, the
observed solubility dip provides direct evidence of
thermodynamic changes that support this choice.
In the remaining discussion we analyze in somewhat
more detail both theoretical and experimental as-
pects of the transition.

Figure 9(a) shows the energies E,(c,) and E,(c,)
of two configurations a and b varying smoothly and
in different degrees as the host-alloy concentra-
tion ¢, is changed. The two energies remain degen-
erate within the thermal energy of 2T for a range
of solvent compositions that determines the width
of the transition, as indicated in Fig. 9(a). The
transition can be broadened further by the limited
configurational lifetimes 7, as shown in Fig. 9(b),
or by an interaction between the configurations
caused by the lattice potential [see Fig. 9(c)].

We may anticipate that the maximum Ho solu-
bility c in an arbitrary solvent of concentration ¢,
follows approximately an equation of the form

clcy) = Ae Bl /*T (18)

in which E(c) is a heat of solution and A is an
entropy factor.?” Thus, for configuration a stable
in Ag-rich alloys one has

Inc,(cy) =1n A, - E,(c) /kT, (19)

and similarly for configuration b stable in Al-rich
alloys we have

Inc,(cy) =InA, - E,(co) /kT, (20)

in which subscripts identify the parameters with one
particular configuration. In what follows we neglect
for convenience the possibility that A, and A, vary
with ¢;, on the grounds that the major variations

of c are likely to rise from changes in E with c,.
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FIG. 9. Various broadening mechanisms for a con-
figurational transition. (a) Broadening by thermal re-
population; (b) broadening by limited configurational
lifetimes that give the configurational levels a nonzero
width; (c) broadening by configuration interaction;

(d) the resulting T transition.

Figure 10 shows the observed maximum Ho
solubilities plotted as Inc against the solvent com-
position ¢, for a temperature of 1100 °C. The
figure includes the 100% solubility of rare earths
in pure Cu at this temperature, and the solubility
~10% of rare earths in A12® The data on either side
of the transition are compatible with a smooth vari-
ation of Inc with ¢, as if the entropy factors were
indeed sensibly constant and the energies varied
rather linearly with ¢,. With a thermal energy
kT ~0.12 eV at these temperatures the extrapola-
tions shown in the figure indicate that configuration
a (bound orbitals) increases in energy by 2.2 eV in
passing from pure Ag to pure Al. Configuration b
(virtual levels) is found to decrease in energy by
0.8 eV in passing from pure Ag to pure Al. It
should be stressed that Fig. 10 bears a remarkable
similarity to any of Figs. 9 [9(a)-9(c)] and that the
energy changes of 0.8 and 2.2 eV have precisely
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the order of magnitude expected for energies of
solution and their changes from one solvent to the
next. Furthermore, the intersection of the two
experimental lines occurs precisely at the I" transi-
tion, as expected for the configurational transition.
These points appear to add overwhelming evidence
in favor of the configurational nature of the transi-
tion. The previous less precise solubility results
for Gd in CuAl contribute to a similar conclusion.!*

There is a final point that allows us to distinguish
among the configurational broadening mechanisms
depicted in Fig. 8. The hatched portion of Fig. 10
indicates the spread of the Gd transitions in AgAl
and CuAl and of the Ho transition in AgAl. It will
be apparent from the figure that the observed width
encompasses precisely that range of solvent in
which the two configurations have equal occupancies
within a factor of 3 or so. Thus, essentially the
entire broadening originates in the thermal repop-
ulation process. It follows that configuration inter-
actions are limited to splittings of at most a few
hundredths of an electron volt. A similar limitation
on the configurational width indicates the more
important consequence that the configurational life-
time must exceed 107!% sec.

I I T T

Transition region at 1100°C
0 for Ho and Gd -

Ag 02 04 06 08 Al
CO (Of. % A')

FIG. 10. Logarithm of the observed maximum
solubility of Ho in liquid AlAg at 1100 °C indicates the
energies of two competing configurations as a function
of host-alloy composition. The hatched region shows
the maximum range of the observed T transition of Gd in
CuAl and of Ho in AgAl. It appears to occupy the range
of thermal repopulation between the competing configura-
tions.
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D. Analogous Results for Compounds

Large temperature-dependent Knight shifts have
been observed in intermetallic compounds con-
taining the rare-earth ions as one component.?
The shifts have been found to vary from one rare
earth to the next in approximate proportion to the
core spin polarization (S). This similarity between
the results for impurities and for compounds is
broader than appears immediately evident and we
believe that the two sets of results must originate
in a common cause. For example, in HoAl, com-
pounds at 100 °K, the Al?" Knight shift is observed
tobe AK=-4%.%° Using K=0.16% for Al and ¢
=0, 25 as the Ho concentration, one thus finds

TT =TAK/Kc=-10*°K,

which compares very favorably with the value
>~-8 at T=1273 °K observed in our investiga-
tions of dilute Al-based alloys.

Even more remarkable is the fact that a transi-
tion has been observed to take place in compounds
containing rare earths. It is a transition in which
the exchange constant required to explain K using
RKKY theory changes sign to become unphysically
negative.?® The results are less easy to decipher
as the band structures of these compounds are
poorly understood. It nevertheless seems that the
transition tak~s place rather abruptly with increas-
ing electron density in the compound, and hence
with increasing kz. The similarity with our own
results is made rather complete by the fact that
negative ‘exchange constants” are observed only in
compounds containing large proportions of Al, As
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noted above, our results for dilute Al based alloys
are much too big, and also have the incorrect sign
for an explanation involving RKKY theory to ac-
count for the observed Knight shifts.

It is not, perhaps, too surprising that the shifts
observed in regular compounds and in dilute liquid
alloys are so similar. The linearity with ¢ of the
observed K in liquid alloys makes it very likely
that for rare-earth concentrations of ¢=0. 25 in the
liquid (at 1500 °C) one would observe almost pre-
cisely the AK observed in the solid compound ob-
tained by cooling the liquid alloy. What these re-
sults tell us, then, is that T is insensitive to the
geometrical structure of the host lattice. For this
reason it seems unlikely that precisely evaluated
RKKY-like sums of hyperfine interactions, over
many shells of neighbors to the rare-earth ion,
play any critical part in determining T,

IV. SUMMARY

Rare-earth impurities undergo an abrupt transi-
tion from a configuration that interacts weakly with
the host band in Ag-rich liquid alloys to a configura-
tion that interacts strongly with the host band in
Al-rich alloys. Similar effects are observed in
solid compounds. It seems most likely that the
rare-earth 4f levels resonate with band states near
Egr in Al-rich materials and lie at much lower en-
ergies probably below the band in lower valence
materials, However, the possibility that the f
levels lie lower in the band for Al-rich solvents
and disturb the band through deviations of 7, from
O(mod 7) cannot at present be eliminated with cer-
tainty.
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It has heretofore always been assumed that the magnetic susceptibility of a crystal could
be written X = X3i° + XL +x33l,, where x$E® is the contribution of the core electrons, X5l is
the contribution of the orbital motion of Bloch valence or conduction electrons completely

val

neglecting spin, and xg, is the Pauli spin paramagnetism but with the free-electron g factor
replaced by the effective g factor. The entire effect of spin-orbit coupling is assumed to be
included in the effective g factor. We show that this is not the case and that there is a large
fourth contribution to X, the effect of the spin-orbit coupling on the orbital motion of the
Bloch electrons x4. We construct a many-band Hamiltonian using the Bloch representation
and derive the susceptibility directly from this Hamiltonian avoiding the ambiguity of the
usual decoupling transformations. Our result agrees with the expression derived by Roth but

is in a much more transparent form.

I. INTRODUCTION

The pioneering work on the quantum theory of
diamagnetic susceptibility of free electrons was
done by Landau' who showed that for a degenerate
electron gas the diamagnetic susceptibility per
unit volume is

xr=—-elky/121%mc?, (1.1)

where k&, is the wave number at the top of the
Fermi surface. The expression for the spin sus-
ceptibility of free electrons obtained by Pauli? is
three times larger than Landau diamagnetism and
is of opposite sign. Therefore, a degenerate elec-
tron gas is always paramagnetic. However, the
periodic potential in a solid changes the magnitudes
of the diamagnetic and paramagnetic effects and
also causes a coupling of the two effects through
spin-orbit interaction.

The first step in understanding the diamagnetism
of Bloch electrons was made by Peierls.® He con-
structed an effective Hamiltonian using wave func-
tions obtained in a tight-binding approximation and
obtained three terms for the magnetic suscepti-
bility, the leading term of which reduces to the
Landau formula in the case of free electrons and
is called the Landau-Peierls susceptibility. How-

ever, in this theory, both the interband effect and
the many-body effect had been ignored. Further,
the tight-binding approximation is not valid for
many solids.

Adams* stressed the importance of the interband
terms in the effective Hamiltonian when the energy
gaps are small. He gave a general treatment of
the interband effect and then examined a simple
example of two bands separated by a small energy
gap produced by the Bragg reflection of a weak one-
dimensional cosine potential. He considered two
particular cases. The first is the case where the
number of electrons in the upper band is small and
so all of these electrons are influenced by Bragg
reflection. The second case is that where the up-
per band contains a large number of electrons and
so only a smaller fraction of the electrons are
affected by the periodic potential. However,
Adams’s expression for the second case has the
defect that in the limit of a vanishing periodic po-
tential it gives a divergent result.

Wilson® obtained the density matrix directly as
a power series in the magnetic field in terms of
the solutions of the Schrodinger equation when the
field is zero. The calculation of the susceptibility
then becomes a computational problem, but in
practice the computation becomes so intractable



