
PHYSIC AL REVIEW B VOLUME 5, NUMBER 10 15 MAY 1972

Quantum Theory of the Equation of State for Solid Hydrogen

J. A. Krumhansl*
Laboratory of Atomic and Solid State Physics, Cornell University, Ithaca, Nese Fork 14850

ancl

S. V. Wu~
Department of Physics, Case 5"ester Resene University, CLeveland, Ohio 44106

Qeceived 24 May 1971)

A variational calculation of the ground-state energy of molecular crystalline hydrogen has
been carried out, including the effect of correlation between the motions of the particles. The
principal purpose was to obtain the equation of state for solid hydrogen at absolute-zero tem-
perature over a wide range of densities. We are concerned with energies on a scale appro-
priate to high-pressure phenomena, and therefore approximated the molecular rotational be-
havior, so that the very low-temperature phase transitions are not describable in the present
model. The variational form of the energy was obtained by truncating the cluster expansion
of the ground-state energy. The effect of short-range dynamic correlation is taken into con-
sideration through a Jastrow-type pair-correlation function in the trial wave function. To
facilitate the fast convergence of the cluster expansion, a model correlation function with an
explicit hard-core exclusion effect was employed. With this pair-correlation function, the
truncation approximation was extended into the high-density region where previous functional
forms for pair correlation had not been satisfactory. Numerical computations were done for
a Lennard-Jones potential, a Buckingham exp-6-type potential, and a nonspherical molecular
interaction due to Wang Chang. The results compare favorably with experiment, although
there is a systematic difference at high density; either all of the assumed potentials are in-
adequate or the experimental data are in error.

I. INTRODUCTION

This paper reports part of a program of study of
the properties of solid hydrogen, and is accompanied
by two other reports by Bruce, and Pollack, Bruce,
Chester, and Krumhansl. The present paper de-
scribes the earliest work in our program, which
sets the stage for subsequent studies, and in some
sense is more of a historical review with the es-
sential research content being results for the equa-
tion of state of solid molecular hydrogen at zero
temperature based on the cluster expansion method;
selected results were reported in Ref. 1.

We were concerned with the investigation of the
behavior of solid molecular hydrogen at O'K, par-
ticularly in computing the cohesive energy of crys-
talline hydrogen for a wide range of densities (ex-
tending from zero pressure to a pressure of the
order of 2 &&10' kg/cm ), from which an equation of
state of cold solid hydrogen (at 7= 0 'K) is obtained.
The results obtained are compared with the em-
pirical curve derived from the experimental I'V
data (for solid hydrogen) obtained by Stewart. ~

The first extensive attempt to derive the equation
of state for solidified gases was carried out by
deBoer and Blaisse (1948),' who computed the en-
ergy of the system at T = O K in two parts: the
static-lattice potential energy and the zero-point
energy. In their calculation, a Lennard-Jones in-
termolecular potential was assumed and the zero-
point energy was computed on the harmonic approxi-

mation proposed by Herzfeld and Mayer. 4 The
computations extend only up to V~= V/Nos-1. 3
(where V* is the reduced volume and No' corre-
sponds to the hard-core molar volume); beyond
that region, the formula used for determining the
zero-point energy breaks down because a non-
physical value for the sound velocity is obtained.
It is then clear that this approach does not apply
well for elements like hydrogen (with an experi-
mental zero-point reduced volume Vo*-1.44) and
helium (with Vo*-2. 2). It is also clear that both
elements have small masses and weak interparticle
interactions. However, deBoer' pointed out that it
is the small masses and weak interactions of hydro-
gen molecules and helium atoms which makes them
interesting; the small mass leads to a large de
Broglie wavelength and weak interaction augments
the quantum effects. The parameter X~= h/o(em)'~
which gives the ratio of the de Broglie wavelength,
for relative motion of two particles with relative
energy E, to the "diameter" 0 of the particle may
then serve as an indicator. For &*«1, one may
expect that the quantum effects are negligible, but
for A. ~&1, the quantum effects should play a domi-
nant role. Hydrogen with ~~= 1.73, helium four
with ~*=2. 68, and helium three with ~~=3. O8 cer-
tainly belong to the latter category. For substances
like these, the zero-point motion is large so that
the harmonic approximation can no longer be ap-
plied. '

It would then seem to be desirable to express
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the quantum correlations in terms of the param-
eter X*. Bernades~' made a variational calcula-
tion, with a trial wave function being a product of
nonoverlapping single-particle wave functions each
of which is spherically symmetric about a lattice
site. The results, although tending in the right
direction, were still not in good agreement with

experiments for either hydrogen or helium. This
approximation to the wave function had not properly
included the important effects of the correlation
between the motions of the particles. It will be

,

' instructive to review his calculation briefly.
An alternate approach to this problem was at-

tempted by Hurst and I,evelt. Using the quantum-
mechanical cell model previously developed for
liquids, ' they computed the zero-point energy as
the lowest eigenvalue of a Schr'odinger equation
where the potential energy (within the cell) was
determined by assuming the neighboring particl. es
uniformly distributed on the spherical shells of
radii equal to the nearest-neighbor distance, second-
nearest-neighbor distance, etc. This method again
had not considered the effects of correlation be-
tween the motions of the particles.

Subsequently, Saunders, "Nosanow, ' Mullin, '
Hansen and Levesque, ' Brueckner and Frohberg, ~'

and also Massey and Woo, ' employed a trial wave
function proposed by Jastrow (1955) which explicitly
included the effect of pair correlation in the de-
scription of the system. The cluster-expansion
method, ' was used to obtain a series expression
for the ground-state energy. By truncating the ex-
pansion to include two-center correla, tion, but not
three- and higher-center correlations, a variational
calculation was carried out to minimize the energy.
The computations on solid helium indicated that the
cluster-expansion method indeed gave improved re-
sults over previous calculations. The cluster ap-
proach, however, is not entirely satisfactory in
the sense that it does not allow variation in a suffi-
ciently general way, which restricts its effective-
ness; indeed, the region of application seemed to
be limited to a restricted region in the neighbor-
hood of the experimental equilibrium density at low

pressure.
It was the purpose of the present work to carry

out a theoretical calculation of the equation of state
of solid hydrogen at O'K by using the techniques
developed for helium. Special attention was given
to the two-body correlation function which appears
in the trial wave function (Secs. II and III). By
modifying the pair correlation to include a "hard
core, "we found that the cluster method couM be
used over a much wider density range than had
been previously possible. From the calculated
results, it appears to be adequate to consider only
two-body forces in the basic Hamiltonian (though
for hydrogen, not central forces alone; see Secs.

IV and V).
Pauling, ' discussing the wave equation for a di-

atomic molecule in a crystal, showed that the mo-
tion of the molecule in its dependence on the polar
angles 8 and P may approach either one of two
limiting cases, oscillation or rotation, depending
on whether the orientation-dependent forces were
large or small. We are primarily concerned with
the contributions of intermolecular potential energy
and translational kinetic energy which determine
the main features of the P-V relation over a wide
range of pressure. In this instance, orientation-
dependent interactions are small, so in the present
work we average the effective interaction potential
over the free rotational states of each molecule.
To account for some of the finer features which we
do not deal with, such as the low-temperature phase
transitions, an accurate treatment of the direc-
tional interaction effects is necessary.

This work may be divided into two parts. The
first part deals essentially with the application of
the cluster-expansion method, using a specially
designed pair-correlation function and a spherical
yotential. The second part is devoted to an ap-
proximate consideration of the nonspherical prop-
erties of the hydrogen molecules.

At the time this cluster calculation was first
done the results were questioned for various rea-
sons, primarily: (i) We did not use the Nosanow
correlation function; (ii) the cluster-expansion
method is subject to convergence questions, and

(iii) hard cor-e effects were treated empirically.
By now a variety of independent methods of cal-

culation have closely corroborated our original
results on hydrogen; furthermore, the use of the
Nosanow correlation function in solid helium is
now known to lead to various difficulties, computa-
tional and otherwise. Indeed, we believe that cal-
culations of other properties of solid hydrogen, "
particularly their density derivatives, which have
been based on Nosanow-type wave functions are
almost certainly in error.

Second, it is agreed that the cluster expansion is
subject to convergence questions. For this reason
the separate Monte Carlo calculation reported by
Bruce was undertaken; his results, which are cer-
tainly to be taken as better in principle than the
variational-cluster results, do agree closely with
ours, but he does obtain a lower ground-state en-
ergy by several percent. It has not been possible
to establish formal demonstrations of convergence;
indeed completely free functional variation of the
Jastrow form may lead to a liquid. But from a
practical point of view we found good computational
stability over a wide density range and, for the few

cases tested, third-order cluster corrections were
small using the wave function proposed.

Third, it was in the calculation reported here
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Historically, several efforts have been made to
compute the ground-state energy of helium, taking
into account the effects of correlation. -'6

A. Nonoverlapping Independent-Particle Model (Ref. 7)

For a system of particles interacting with two-
body forces, the Hamiltonian is

H= ——Q v» +Q v(r»»),
2m

(2. 1)

that we first noted that at higher densities crystal-
line molecular hydrogen seemed to become more
"classical. " Specifically, the oscillation about the
lattice site became relatively more localized; cor-
relation contributions to the cohesive energy be-
came relatively less important; and the ratio of
kinetic to potential energy decreased. This led to

. another study now reported by Pollock, Bruce,
Chester, and Krumhansl which shows that whatever
formal concerns one may have about "hard-core"
and correlation effects at high densities, in fact
these become less important.

II. SURVEY OF RELATED WORK

where o$, = Ir» —0» I is the distance from the cen-
ter of mass of the ith particle to the ith lattice site
at K„and a is a variational parameter.

Substituting this trial wave function into the en-

ergy expression, one obtains

NA h
Eo= —

~

Q,*V~ p; d

+ A'&
I 4»l'[4»)'~(~»»)dr» dr, , (2 4)

f(j „

where A is the normalization constant.
If the two-body potential between two helium

atoms is assumed to be the I.ennard-Jones poten-
tial,

(2. 5)

where e gives the strength of the potential at its
minimum and o may be considered as the "diam-
eter" of the hard core, after some manipulation, '
one may write

where r; denotes the position of the ith particle and

~,&= I r, —r, I is the distance between particles i and

)s

Eo/N&= & (o'/»») + E,*»+ r U*,

&' = »»f'/2mo'e
(2. 6)

If one is interested only in computing the cohesive
energy of the solid, an unsymmetrized wave func-
tion provides an adequate description of the system;
i.e. , the contribution due to exchange is extremely
smel. ""

Let us denote g as the unsymmetrized ground-
state wave function of the system where g is an N-
particle function involving the N nuclear coordinates
(the electronic configurations are assumed to follow
adiabatically and contribute to the two-body poten-
tial). The ground-state energy is then

—e2
Eo= l,

~

Q V, + Q v(r»») g (g, »I').
2

(2. 2)

Because of the strong singularity of typical inter-
molecular potentials at r;, = 0, any attempt to de-
scribe the system by a product function of single-
particle atomic states will lead to the divergencies
of terms such as [g, v(»;,) gj, on account of the over-
lapping of the atomic states. Thus, Bernades pro-
posed a trial wave function composed of single-par-
ticle wave functions localized about the lattice sites
of the crystal, with an important restriction that the
single-particle wave functions do not ovexlaP. By
doing this the singularity at r»» = 0 is removed. He
chose the following trial wave function:

A2 ——10 [36.7 (V*) ' —5. 23(V*) ' j

A, = 10'[184(V") ' —9.8(V") '],
n~ -=(a/»»o)~ .

(2. 8)

where the first term represents the kinetic energy,
E,*, is the potential energy of a static lattice, and

»». (u)»»» (u)

2». . . s.o»., r»»(2S+ 1)!(2t+ 1)!
fPj a+t%

X gr»2(ss»n (~ ) r

with

W(x) = xv(x), W'"' (x) =
d "W(x)

(2. 7)

u&(u) = '

5
"

~
(5) ~' dt' .

This last term &U represents a correction to the
static-lattice potential energy due to the zero-point
motion.

When the lattice sum is performed, one has, for
a close-packed lattice,

AU*=A, n +Ann" +A~a +

A, =10 [5.90(V*) " ' —2. 84(V~) '»']

(2. 3)
(o'»»/2»»')'" sin(i »»o), /»» I)

I~op; at

It is then clear that a may be used as the varia-
tional parameter in the determination of the ground-
state energy.

Bernades found that for small A(-0. 05), the
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TABLE I. Energy {erg) per particle calculated by
Bernades's method.

Eo/K/v*)

Expt. data . —1.29 x 10 '4

deBoer

0.88

-1.02x 10-" 1.11x 10-«

-1,86x 10 ~4 1.p7x ].0-~4

Bernades —0.836 x 10"" —p. 484 x 10-«

correction term 4U~ may be satisfactorily approxi-
mated by the first term in its expansion. However,
for both helium three and helium four, ~ is of the
order of Q. 3. Bernades thus used the following
approximation:

~V~= A1QR+ ARN4+ ASQ6 (2. O)

With this expression substituted in Eq. (2. 6),
the ground-state energy is then approximated by

Eo/¹= A2(((&/(()~+ E~((E)+4U~(a, B) . (2. 10)

By equating 8EO/Sa= 0, one gets, for an fcc crys-
tal,

M., ' 2W, '+A, '-~'=O. (2. 11)
This equation can be solved numerically to de-

termine &3, from which the ground-state energy
is computed. Bernades's results for helium four,
al.though encouraging in the sense that binding is
obtained in the density region appropriate for li-
quidy are still fRx' from Rgx'ee1ng with expex'1xQent.

Vfe used the same approach for exploratory pur-
poses in hydrogen and calculated the ground-state
energies at three different densities. As in the
case of helium, the results were of quite limited
value. However, we were able to compute the en-
ergy at anequilibrium density (corresponding to
V,* = 1.44), whereas deBoer's computation failed
there. Table I gives the comparison of the theo-
retically computed energies with the experimental
energies derived from Stewart's data. Table II
gives values of the parameters e&, na, and ~3
for various reduced volumes. The energy is given
in erg pex' particle.

The large difference between theory and experi-
ment is due to several reasons: (i) The approxi-
mation used in the variational calculation

energy, which is seen to be the direction of error.
It was fruitful to examine Bernades's approach;

it demonstrated that neglect of correl, ation between
the motions of particles brings about large errors.
At first glance, it seems that Bernades's model
has not considered the correlation between parti-
cles at all. Actually, it has included the effects
of correlation in a simple way by assigning parti-
cles to lattice sites and arbitrarily cutting off the
singl. e-particle wave function. To take into ac-
count the effects of correlation properly, a more
careful treatment is needed.

S. Cluster-Expansion Method

To take into account the effect of correlation be-
tween the motions of particles, one may first in-
clude the two-body correlations. Nosanow' used
as the ground-state wave function the Jastrow-type
wave function

e= II4 (I -&;l)nf( „),
(2. 12)

where 4(; is a single-particle wave function centered
on the ith lattice site and f(r(~) is the pair-correla-
tion factor which describe the effects of correla-
tion between the two particles i and j.

The ground-state energy is then obtained by

EO=, P; +,V]~

(2. 12)
&( = —(I('/4(((4";)(4(&';0 (

—&(4( ~ &((t (),

V((=(((—(I('/2~f('()(f;(&,'f(( &(f(( v(f~()—,

where ((((;() is the intermolecul. ar potential. The
second term in the potential V(r;() is explicitly due
to the effect of correlation.

Nosanow used the cluster-expansion method
derived by Van Kampen to expand this ground-
s'tRte enex'gy. Def1nlng

&=- f dr&2(r),

1'(~) = (0, e"'("C)/-~",

&(~) = (0, e"""-"'(0)/~",

then

(2. 14)

may not be accurate enough. Indeed, we found
that a series expansion for ~U~ converged very
slowly at low densities. (ii) The Lennard-Jones
potential used is not suitable in the region of high
density because the repulsive part of the potential
is too hard. 2' (iii) The Bernades model usually
tends to give a single-particle wave function which
is too local. ized, thus overestimating the kinetic
energy. This will contribute an excess positive

p2/+

10 o.

102~2

1020;32

TABLE II. Table III in Ref. 7.

0.6 0.8 1.0 1.5 2.0 2.5 3,0

0.34 0.72 4. 5

032 061 PS6 26 60
0.31 0.55 0.86 1.7 3.3 5.4 8.2
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By denoting

Van Kampen's method can be used to show that

E, r, (E„r («.f'), r . (Eifii') (E))
&f~f');f &f~,')

&P'(ff(f'f~2'ff ') &I' f,'&
(2 18)

&f(f'f(Ãff2') (f;,'&

If only the first term is kept in the expansion, then

E =z&~). -'z'& *'f" &

0 i 2 (f 2)

dr) gZ (

2m

CO CO

' "' ""'
E 'E 'f *) (»())

To minimize Eo, Nosanow chose a particular
analytic form for the pair-correlation function f(r),
and then used the variational technique to derive a
differential equation for the single-particle wave
function P(r) From. the solution of the differential
equation, the ground-state energy Eo was deter-
mined. The procedure was then repeated for dif-
ferent parameters in the correlation functionf(r)
and the energy was again computed until an absolute
minimum of Eo was obtained, which should be an
upper bound to the ground-state energy.

It has turned out that the single-particle wave
.function can be approximated very well by a simple
Gaussian, at least in dealing with the ground-state
energy:

P(r) = const && e~~ (2. 17)

with the localization factor A treated as a varia-
tional parameter.

The trouble with the cluster expansion of Eo is
that there is no apparent physical parameter to
characterize the orders of magnitude of successive
terms. The validity of the approximation used
(i. e. , the truncation of the energy expression at
the first term) depends entirely on whether all
the correction terms in the expansion are negligible.
This in turn hinges critically on the choice of the
correlation function f(r). Nosanow and others have
pointed out that it is not possible to make an arbi-
trary variation of f(r) within the context of this ap-
proximation. The choice

f(r) = exp (- 12Ha/r)" —(o/r)'] } (2. 18)

works only in the restricted sense that, if success-
ful, the correction due to the neglected terms may
contribute only a, few percent in the computation of
the ground-state energy. In actual fact, this parti-
cular form of f(r) has been found useful only in a
limited range of densities, without including higher-
order clusters.

C. Connection between Bernades's Model and Nosanow's

Approach

In the cluster expansion, had we chosen

A(r) =
(o' v/2a ') 'f2 sin(vr/a) for r &a

7)r a

=0

f(r)=0 for r &R —2a

= 1 for x&R —2Q,

al.l the correction terms in the expansion would
vanish and the energy expression would reduce to
that of Bernades. This indicates that the nonover-
lapping single-particle model can actually be con-
sidered as a special case of the cluster-expansion
method. It has implicitly taken account of the bvo-
body correlation in a simple way; i. e. , f(r) has
been taken to be equal to unity outside of the "cor-
relation sphere" of radius R —2a, but zero within.

The truncation of the energy expansion at the first
term is then no longer approximate but exact.
Hence one may take the energy computed by Ber-
nades's method as an upper bound and try to find
better correlation functions to reduce the magnitude
of the energy. Conceptually, then, Bernades's
and Nosanow's work may be regarded in the same
spirit, being different choices of the correlation
function.

III. VARIATIONAL CALCULATION OF THE GROUND-
STATE ENERGY OF SOLID HYDROGEN

We proceeded to carry out a variational com-
putation of the ground-state energy, using the trun-
cated cluster expansion (Sec. IIIB). The truncated
cluster expansion was attractive for computation
because (i) the pair-correlation function f(r) indeed
effectively reduces the "contribution" of the repul-
sive interaction to the potential integral in the re-
gion where it is dominant; (ii) both in the formu-
lation and in the variational calculation no assump-
tion of "harmonic approximation" is involved;
(iii) it was comparatively easy to set up an appro-
priate program for machine computation.

Qur preliminary calculation for hydrogen showed
that the particular choice of the pair-correlation
function, Eq. (2. 18), was useful only in a limited
region of low densities. To compare with avail-
able measurements we needed to cover the range



4160 J. A. KR UMHANSI. AND S. Y. WU

all the correction terms in the energy expansion
involving P; vanish [see Eq. (2. 15)j. Hence the
term g, (P; ) then gives the exact contribution due
to the operators I' s.

For

3
ZA(x'g R. )2

m

xe-2A(r2 %/&2f 2-(~ ) y(~ ) (3 1)

if one makes the coordinate transformations

r= r& rz z= r~ —8;
and carries out the integration over z, one gets

(g/&/)2/2 1d rf 2(&) y(&) e-A(r+Ri/&

R;,=H/-0;. (3. 2)

Similarly, one obtains

(f 2) (Q&i)3/2 f if r f2(~) 8-A(&%i)& (3 3)

Taking one of the lattice sites as the origin, Eq.
(2. 16) may now be written as

(3.4)

where

f'() ()
I ~

X [ &Mir-Rl& e-Air+R/&2 2
t

[ -Air-R/& -A(r+R/& ] (3 6)

where AI is the length of the Ith lattice shell vector

from the zero-pressure density of 0. 089 to about
0, 2 g/cm2. We therefore developed a more general
pair-correlation function for use over a wide range
of densities.

In Sec. III A, the formulation of the ground-state
energy is discussed; in Sec. III B, we present the
model pair-correlation function, which enabled us
to extend to high densities.

A. Ground-State Energy

The functional forms 2nd procedures for the vari-
ational calculation of the ground-state energy were
as follows. Suppose that an appropriate correla-
tion function f (x) has been chosen such that trunca-
tion of the cluster expansion at the first term, Eq.
(2. 16), is a, good approximation. With the choice

const xe-A(2i-Ri &

and nl is the number of equivalent sites in the Ith
shell.

For a given nearest-neighbor separation R, one
may select a pair-correlation function f (r), and
compute E2/N for different values of A to locate a
minimum. The procedure is then repeated for a
different f(r) until an absolute minimum of the
ground-state energy is obtained.

B. Correlation Function fear)

Using the truncated energy expression, Eq.
(2. 16), and the correlation function

f (&) e-K(r /r&&2 (o/r&21
y

the cohesive energies for helium three and helium
four can only be found in a limited region of den-
sities. At high density, in helium no minimum
energy could be located. For solid hydrogen
with the form of f(1) the calculation fails to locate

0
a minimum for 3 &3. 5V A.

It is obvious that as the interparticle distances
decrease, the effects of coupled three- or more
body correlations will become more and more pro-
nounced. One can always try formally to include
in the computation higher-order terms in the
cluster expansion, yet the calculation will certain-
ly become more tedious and there is really no
guarantee of fast convergence of the expansion
Instead, we took the view that the pair-correla-
tion function could be i~proved by considering it
as representing the average effect of the many-
body correlations and thus incorporating physically
appropriate modifications, particularly for small
interparticle separations.

The truncation approximation (3. 6) may be viewed
as a Hartree'calculation ' in which the bare po-
tential is replaced by an effective potential

Thus one may picture the crystal as consisting of
"independent" particles vibrating about the lattice
sites as determined by this effective potential and
the localization factor A. Effectively, there is a
potential well whose depth is controlled by the pair-
correlation function as well as by the normal lat-
tice (sum) potentials. At low densities where the
variational cal, culation is found to converge to min-
imum energies, at least one bound state exists in
the potential well. If no pair correction is present
as the density increases, the bound state moves
upward, due to the repulsive component of V(r)
The effect of the pair correlation is in fact to shield
the repulsive potential. Since f(&) tends to zero at
small &, by making f(r) vanish sufficiently rapidly,
a bound state can be maintained and the truncated
cluster expansion may converge in a consistent
manner, and the higher-order cluster terms may
be small.
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%e developed' several intuitive arguments re-
garding the choice of f(r). At the present writing
it seems that the main considerations are twofold.
First, for computational stability a small genuinely
hard, core effect should force f(r) —=0, for x & xo.
Second, at larger values of r it also is likely that
any form of f(r) which does not allow the position
of f,„a nd f= 1 to change with density, as is the
trouble with f(r) = e '"z~'"), is physically incorrect.
Brueckner and Frohberg' have derived a differen-
tial equation for f(r); although too complicated to
solve, it exhibits the Hartree-like corrections to
v(x) due to the rest of the crystal, and these clearly
are density dependent.

As soon as we took the view that f(~) should have

(a) a hard core and (b) a surrounding softer region
whose shape was density dependent, we found rapid
convergence of the cluster method over a wide den-
sity range. No claim is made for uniqueness, or
for having derived something from first principles;
the results obtained are the principal evidence in
support of the choice made. Our experience with
one form of f(r) in our cluster-variational calcu-
lations has been extremely satisfactory. A cor-
relation function which explicitly includes a hard-
core effect is

f(r)=0 for r ~so

for r&r, , (3.6)

where (m, n) is a pair of integers, m &n, a is taken
arbitrarily as the I ennard-Jones o, and k and ro
are two additional parameters whose significance
is next discussed.

The physical significance of ro is obvious; it is
the "diameter" of the hard core. ~ Other forms
of f(r) were tried, but care must be exercised to
have f(r) sufficiently smooth at r =so to assure con-
vergence of the terms in Eq. (2. 13).

In the conventional cluster expansion, "' ' if ~ is
defined as the volume of the region where the ef-
fect of correlation is important [or f(r) is appreci-
ably different from 1] and 0 as the volume per par-
ticle, the physical parameter of interest is the ra-
tio I'/A; if this ratio is very small compared to
unity, quick convergence of the series expansion
can be expected (a formal discussion is given in
Appendix A).

Given a set of exponents (m, n) which may be de-
termined from other physical. considerations, the
parameter k determines how rapidly f(r) rises
from zero to its asymptotic valueandthus effectively
serves to determine I /0, along with r~ and 8, the
nearest-neighbor distance.

The two parameters 0 and ro are actually com-

plementary to each other. For a given pair of
(m, n), the introduction of the parameter k into the
correlation function extended the region of con-
vergence of the truncated cluster expansion. Indeed,
choices of rn and n which previously did not lead to
convergence were then possible.

The recipe for the variational calculation of the
ground-state energy of the system was as follows.
The model pair correlation as given by Eq. (3.6)
was used in the trial wave function. At a given den-
sity corresponding to 8, the threshold value of k
which maintained good convergence of the truncated
energy expression was chosen. A variational com-
putation was then carried out, which determined
the best values of A and k. After checking the
validity of the approximation used, an energy mini-
mum was obtained.

C. Physical Interpretation of Pair-Correlation Function

The model pair-correlation function can also be
viewed in a more physical way.

Since the truncation approximation employed may
be considered as replacing the two-body potential
v(r) by an effective potential

where

V(r) = v(r) —(h /2mf ) (fV f—~f+f),
and for f(r), given by Eq. (3.6),

V(r) =- v(~)+ v'(r),
where

x'= k'/2ma'e ~"= a~/(a- ~ )' (3 7)

and e is the depth of the potential [v(r)] minimum,
we may picture the interacting molecules as hav-
ing a "hard" core of "diameter" ro and a "softer"
shell of thickness f determined by —,'(r —r()), where
r is defined by V(r ) = 0. The soft shell is defined
to include the region of the effective repulsive po-
tential [the region where V(r) is positive]. The
positon of r which defines the outer boundary of
the soft shell is clearly dependent on the zeros of
the iwo potential functions a(r) and v (r)

The zero of a(r), for a I ennard-Jones-type po-
tential function, is simply a.. The zero of v (r),
ro can be determined by

I

v(&' = a+ (8 —1)(a- ro),

m (m —1 —2),/r)
k' n (n —1 —2r, /r)
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Since from our preliminary calculations, it was
found that at R = 3.75 A, k was about 0. 45 and k
increased with decreasing R, we then concluded
that to begin with, Bwas greater than 1 and ~0 is
greater than o; since k increases with decreasing
R, B will decrease with decreasing R and 'xo will
decrease also. It is easy to see that the position
of x will move toward o and beyond as the density
increases (R decreases). Hence, the outer bound-
ary of the soft shell is expected to be "pushed in"
as increasing pressure is applied to the system.

IV. INTERMOLECULAR POTENTIALS

In the calculation of the ground-state energy, it
became obvious that the majority of the contribu-
tion to the potential integrals came from the region
of 4ao ~x&15ao (ao being the Bohr radius) because
of the presence of the two-body correlation func-
tion f(r). Thus the detailed structure of the in-
termolecular potential v(x) in the region x ~4ao is
not significant at all in the computation of the
ground-state energy. This is fortunate because
the potentials tobe used a,re of questionable validity
in the region g ~4ao.

A. Lennard-Jones Potential

The Lennard- Jones potential is conventionally
written

(4. 1)
where o. gives the distance of closest approach of
two molecules which collide with zero initial rel-
ative kinetic energy and e is the maximum energy
of attraction of the two molecules. The numerical
values of the two parameters are determined by
the experimental second virial coefficients.

Before 1960, the parameters o. and e' used in the
literature were given as '

No'=15. 12 cm'/mole, e/k=37. 0 K.

In 1960, Michels, deGraaf, and ten Seldam ob-
served that the above-quoted parameters cannot
represent the virial coefficients satisfactorily.
Using newly measured compressibility data over
temperatures ranging from -175 to 150 C, they
redetermined the parameters as

No'= 15.6 cm'/mole, e/k= 36. 7 'K.
For hydrogen, it is observed by Michels et al.

that it is impossible to find specific values for
No~ and e/k which meet the experimental results
within their accuracy. The values quoted above
are only the most probable values of No' and e/k.
It is probable that the representation of the experi-
mental data by a Lennard-Jones-type potential is
not entirely satsifactory for hydrogen molecules.

B. Modified Buckingham (exp-6) Potential

Srivastava and Barua have instead fitted the

second virial coefficient data of Michels to the
exp-6 potential. The exp-6 potential is defined
by

for x&r,„
= ~ for r&x,„, (4. 2)

where & is the depth of the potential minimum, y

is the position of the minimum, n is a parameter
which is a measure of the steepness of the repulsive
potential, and ~,„gives the value of ~ for which
v(t) has a maximum.

The parameters for hydrogen as determined by
Srivastava et af. are o.'= l4. 0, r„=3. 339 A, e/k
= 38.02 'K.

Srivastava et al. have also computed the second
virial coefficients at different temperatures by
using the exp-6 potential with the set of parameters
given above. The agreement with the experimental
data was good over the entire temperature range.
They then concluded that the exp-6 potential is an
improvement over the Lennard- Jones mode]. ; ap-
parently, the relative importance of the nonspheri-
cal contributions to the potential may not be ex-
tremely critical at the densities considered.

C. Wang Chang's Potential

If one would write down all the known important
types of interactions (theoretically derived) between
two hydrogen molecules, one would have a very
complicated formula including deBoer's valence
potential, van der Waal's potential, the quadrupolar
interaction, etc. For example, deBoer's potential
is written in the form

—P(e "ac/a+ e-"bc~t' ~ e-"a-d~&+ e "bd~&)-
va1

V= 2. 76 e /ao, g= oo/1. 87, oo -Bohr radius,
where x,, denotes the distance between the nuclei
a and c, and so forth. It is easy to see that an
orientation dependence of the potential is given ex-
plicitly through the four internuclear distances.
This form presents great difficulty in practical
computations.

For theoretical calculation, Wang Chang ' as-
sumed that the intermolecular potential of hydrogen
could be represented approximately by the function

v(r, 8&, 82, P) = [b+ P (cos 8, + cos 82)] r ' —ar ',
(4. 3)

where 8, (8~) denote the angle between the molecular
axis of the first (second) molecule and the line join-
ing the centers of mass of the two interacting mole-
cules.

Wang Chang adjusted the constants a, b, and p
so as to give the best possible agreement with the
various quantum- mechanical calculations which
have been made for the nonspherical potential field
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of the hydrogen molecules. She obtained a= 1.25
&10"erg A, b=4. 438&10 erg A', p=4. 784
&10 erg A' .

The region of validity of this potential, of course,
is determined by the range of validity of the poten-
tials which it fits. It is estimated that the calcu-
lation of deBoer's valence potential is valid in the
region from 4~ to 10ao (~ is the Bohr radius);
hence it is expected that Wang Chang's potential
should provide a viable approximation for the in-
termolecular potential of the hydrogen molecules
in the same region.

D. Discussion of Potentials

Although it was known that the Lennard-Jones po-
tential did not give a very satisfactory representa-
tion of the empirical second virial coefficient data,
we still used it to compute the ground-state energy
at a few densities for the purpose of comparingwith
old computations, thus gaining an understanding of
the effects of the zero-point energy and the correla-
tion between the motions of particles.

Our main work using a spherical potential em-
ployed the modified Buckingham exp-6 potential.
Wang Chang's potential provided at least some ap-
proximation to the nonspherical properties of the
intermolecular potential of the hydrogen molecules,
so we made special computations with it to study
effects of noncentral interactions.

V. MODIFICATIONS FOR NONSPHERICAL MOLECULAR
INTERACTION POTENTIALS

In the derivation of the energy by the methods
discussed in Sec. III, it was implicitly assumed
that the particles did not have internal orientation
coordinates. Clearly, for interacting hydrogen
molecules the interaction potential is orientation
dependent. Therefore, we attempted to include
the effect of orientation to some extent in our cal-
culation.

We note several points. First, our interest is
in the cohesive energy over a wide density range.
The order of magnitude of the contributions of kinet-
ic and orientation-independent potential energy to
the total energy is 10-"-10 "erg per particle,
depending on density. By comparison, over most
of the density range the direction-dependent (val-
ence and electric quadrupole} interactions are
smaller by about two orders of magnitude. Second,
reference to Table 14.4-1 of Hirschfelder, Curtiss,
and Bird~~ shows that simple orientation-dependent
valence interactions dominate over electric quadru-
pole forces at almost all densities except near zero
pressure, where the intermolecular mean distance
is 3.75 A for solid hydrogen. In this special region
several partial cancellations occur and electric
quadrupole interactions then dominate orientational
effects. The orientation phase transitions which oc-

v.„(~)= (b+ ,'p) ~-"- «6-. (5. 2)

We also found the same result on the average
when we assumed a state J,, = 0 for all ortho mole-
cules, and then summed over lattice sites; the
primed subscript refers to an axis fixed in the
crystal. This special case is probably not likely.

To a certain extent the above result is depen-
dent on the Wang Chang form of potential, but ex-
ploration of other potentials suggested that sim-
ilar results could be obtained. Having obtained
this effective potential, we then proceeded to use
it in Eq. (3.5).

VI. NUMERICAL COMPUTATIONS AND RESULTS

The numerical calculation of the ground-state
energy of the system was based on Eq. (3. 5). In
our formulation of the variational computation,
only two parameters were taken to be explicit

cur at very low temperature and low pressure in
solid hydrogen have been studied extensively on
that basis ~but it is likely that the physical be-
havior found will quickly change in detail as the
density is increased and electric quadrupole forces
become secondary.

For our purposes, itwas decided to choose some
orientation-dependent potential which would be a
good approximation over most of the density range,
so we used the potential developed by Wang Chang
as an approximation to the deBoer potential (Sec.
1V}, recognizing that in the very-low-pressure re-
gion it couM not be taken literally.

To estimate rotational effects we assumed that
since the splitting between rotational levels was
very large compared to orientation-dependentterms
we could simply average over the free rotational
states as a first approximation. By rewriting
(4. 3) as

U —{5+ 3 P [1 + Pg (cos Hg} + Pg (cos Og) ])r ' —a-r"

(5. 1)
it is straightforward, following Nakamura ~ and

others, to place v in angular momentum representa-
tion of the molecular rotor states and operators.
The details are given in Appendix B.

Only the. orientation-dependent part v of v depends
on whether the molecule is in its ortho or parastate.
Since we are doing a zero-temperature calculation
the molecules are assumed to be in the states J= 0
or J=1, respectively. The J=0 states do not con-
tribute to v, while for J = 1 the contribution depends
on the quantity (3Z'„—2), where i indicates site.
If for each molecule J=1, we assume that the dis-
tribution of J„is isotropic; then J„=1,0, —1
with equal likelihood and (3J~„—2)„=0. Then, in-
dependent of the orthopara distribution, (v) = 0,
and we simply have an effective potential which is
again spherically symmetric:
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TABLE III. E' with ~=2 at R=3.75 A.

s I k' A(in 10 6 A ) E'(in 10" erg)

4 0.45 0.2
5 0.0 0.08
6 0.0 0.03

1.55
1.8
2. 1

—8.68
—8.46
—8. 18

variational parameters: the localization factor A
in the single-particle wave function P(( r, —f, [),
and the strength factor k in the correlation func-
tion f(r,~).

At a given density and for a certain type of in-
teraction potential, the computation was programmed
to vary A and k. After their optimum values were
determined by the variational process and the con-
vergence of the truncated energy expression checked,
the ground-state energy was then taken as the com-
puted energy corresponding to optimum A and k.

Although the exponents nz and n in the correlation
function f(r) are not treated as variational param-
eters Per se, we did compute the energy at B=3.75

'

A for different pairs of (m, n). Our purpose was
to select a pair of m and n not only to give the best
energy under the circumstances, but also to cover
a wide range of densities. As for the parameter
k, for a given pair of I and n we used the smallest
value which still maintained good convergence of
the truncated energy expression.

In the actual computation of the ground-state
energy, we carried the lattice sum to the thirtieth
shell of nearest neighbors. However, during the
variational process for the determination of the
optimum values of A and k, the lattice sum was
only carried to the 3rd shell. The justification is
that (i) lattice potential integrals from the
fourth nearest neighbor on are comparatively in-
sensitive to the parameters A and 0 and (ii) the
contribution to the energy due to the potential in-

I tegrals from fourthnearest neighbor on is com-
paratively insignificant.

The structure of crystalline hydrogen was taken
to be fcc in our calculation. ~' 3O The results for dif-

, ferent potentials are as follows.

sphere calculations ), we began'computations at
A = 3.75 A. The procedure was first to vary rn, n

which was carried out by fixing s = m/n, and vary-
ing n. The results for the energy E, which is the
energy carried to the third shell, are given in Tables
III and IV.

Apparently the value computed (to the third lat-
tice shell) for m=4 and n= 2 seems to give the
lowest energy among the different sets of exponents
(m, n) considered. It is to be noted that we did not
vary k to negative values and these may be allow-
able. It was also found that this pair of exponents
(m=4, n= 2) indeed covers a wide range of densities.
Therefore, we used (4, 2) throughout all subsequent
computations.

The optimum values for A and k for each density
were determined by computing E; then in the final
calculation of the ground-state energy, the lattice
sum for the potential integrals in the energy equa-
tion was carried to the thirtieth lattice shell. The
results are shown in Table V.

Using the Lennard-Jones potential, we also ex-
amined the effect of the two parameters k and xo
in a slight modification of the choice

f(rq 8-kHolr&&& lair) 'j-
9

which, in the variational calculation, had previously
failed to locate a minimum for the truncated energy
at R = 3. 18 A. However, when we used

f (rh e-kE(air) -k'(air&
9

a minimum energy was found to be located at the
threshold value of k =2.3. The computed E is
2. 14&&10 ' erg for A=f. 4&10' A and 4=0. 05.
The energy thus obtained was far from correct;
we tried to vary the two exponents m and n to im-
prove the energy value, but the results were always
poor and computationally delicate, so we abandoned
this approach in favor of the f(r) which we described
in Sec. III.

We examined the convergence of the cluster ex-
pansion. The ground-state energy is

Eo~ EQ f+ E3+ E3+

where

A. Lennard-Jones Potential

Using Michels's parameters and ro = 2. 0 A (we
were guided by Cole's high-density quantum hard-

TABLE V. Ground-state energy per molecule for
Lennard- Jones potential.

TABLE IV. E' with g =2 at R=3.75 A. R(A,) V(cm /mole) A(10 6 A ) a E(10 ~4 erg)

2 4
3 6
4 8

0.45 0.2
0.0 0.03
0.0 0.004

1.55
2. 1
2.4

—8.68
—8.18
—7.78

A(in 10K A 2) Ei(in 10 erg)
3.75
3.607
3.483
3.3
3.18
3.05

22. 47
20
18
15.31
13.7
12.09

1.55
2. 00
2. 75
4.05
5.3
7.2

0.45
0.70
0.95
1.35
1.7
2.2

0.2
0. 17
0. 12
0.075
0.05
0.028

—l.07
-0.990
—0.745

0.169
1.48
4. 14
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TABLE VI. Some third-order cluster terms for R
=3.75 A, withe =1.55x 10 8 /t k=0. 3, and k'=0. 45.

Rgg Rgp

1 1
1 1
1 1
1 1
1 ~2
1 vY

v2 1
~2 1

Ryy 2'
1 24

24
~3 48

12
~3 24

24
1 12

~3
~5

S&&~(10
~4 erg)

-4.69 x 10
8.58 x 10"4

1.36x10 3

—1.46 x 10
3.58 x 10-'

—7.00 x 10 ~

3.10x 10
—1.50 x 10 4

-1.20 x 10 '

4;&z(10 ~4 erg)

—1.13x 1p
2. 06x 10-'
6.53x 10

—1.75x 10
8. 58x 10"4

—1.68x 10 3

3.72x 1P
-3.60x 10 '
-2.89x 10 '

(Ff f, f ) (Vf )) ( )&f;f'f(~'ff') &f(f')

We attempted to estimate formally the higher-
order contributions, using certain approximations
which are discussed in Appendix A. However,
finally we were led to a direct computational ap-
proach. Using a program provided by Nosanow,
we computed E3, the first correction term in the
series expansion, at two densities corresponding
to R=3.75 and R=3.3 A.

A typical term in E, is given by

&V(ff(f'f(a'ffa') & V;ff f')
(8. 2)(» &f 2f sf s) &f s)

and E, itself is given by the complicated lattice
summation over all the indices i, j, k. In the com-
putation, R;& is always used to denote the lattice
distance between the ith particle and jth particle
which interact with one another through the two-
body potential. In the lattice summation, corre-
sponding to each set of combinations of (R;,, R;„
R»), there are a definite number of equivalent
"triangles" (with sides R;&, R;„R»). We denote
n =number of equivalenttriangles, R,~=R;/R.
The computed results for R= 3.75 A are presented
in Table VI.

In the preceding calculation, we computed 4, »
for the first six triangles associated with R, &= R&~

=R and the first three triangles associated with

R; &= 2R and R;,= R. The results show that the con-
tribution to E3 due to terms associated with R,&

= 2R is indeed smaller than that due to terms as-
sociated with R&& = R. It is also seen from the
computations that the internal cancellation between

4;,.„for different triangles is a major factor in

yielding a small E3. Hetherington, Mullin, and

Nosanow have given a simple explanation as to
why some triang1, es give a positive or negative con-
tribution.

By summing up separately the terms associated
with R;& = R and those associated with R; &-—(2R)'f,
we obtain for R, &

—-R, E, ,/N= —2. 94x 10 's erg
and for R,&= (2R)' s, Es s/N=4. 7x 10 " erg. The

TABLE VII. Some third-order terms for R= 3.3 A, with
a=4. 05 x 10 A k=0. 075, and k' =1.35.

Rg R~ R)~ 2n

1 1 1 24
1 1 2 24
1 1 3 48

4
1 2 3 24

S&&z(10
~4 erg)

-1.45 x 10-'
2.44 x 10-'
5.10x 10 '
4. 28 x 10-'
3.42x 10 '

~2 A gy(10 erg)

—3.48x 10 i

5.85 x 10-'
2.45 x 10 ~

5.14x1p '
8.21 x 10

sum of these two terms gives

Es/N = 2.—47 x 10 ' erg.

This, of course, is only an estimate of the value
of E3, but the deviation can be expected to be small.
Taking this value as representing the value of E,/N,
we get

Es = 1.3% E2

when compared to Es/N= —1.84x 10 "erg.
Next we checked our choice of f(r) at R= 3.3 A,

where the Nosanow form did not give a converging
computation. The results, for A= 4. 05 x y0'6 A-~

k=0. 075, and k =1.35, are given in Table VII.
Summing up the terms in the last column of

Table VII, we get

E,/N=1. 4x10 "erg,

which is again small compared to E2/N= —1.85
x 10-' erg.

We did not attempt either to checkthe convergence
for each density or to include E, in the variational
scheme simply because of the time of computation
involved. However, we may make the following
observation. Looking at the cluster expansion,
it is seen that if either f(r) or V(r) is constant, all
the correction terms in the expansion will be zero.
It is also obvious that if there is absolute localiza-
tion (about the lattice sites), the correction terms
again vanish. Therefore, on the one hand, for fixed
localization, the correction terms are smaller for
smoother varying f(r); on the other hand, for fixed

f(r), the correction terms are smaller for larger
localization factor A. From the computed results,
it is seen that the local, ization factor A indeed in-
creases with the density while the effective spatial
variation of f(r) stays pretty much the same. As
for the spatial variation of the potentia1. , in the
neighborhood of the potential minimum (r= 3.3 A),
the major contribution to the spatial variation is due
to (d v/drs)„; in the remaining region, (dv/dr)f(
is most responsible. Thus, taking the computed
E, at R = 3.75 and 3.3 A, together with the fact that
A increases with density while the effective varia, -
tion of f(r) is essentially unchanged, we propose
that the corrections will generally be small.

If Es or more terms were included in the varia-
tional process, the optimum values of A and k could
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TABLE VIII. Ground-state energy per molecule and the pressure for the Buckingham exp-6 potential.

3.75
3.607
3.483
3.356
3.285
3.233
3.149
3.084
2. 938

V(cm /mole)

22. 47
20. 00
18.00
16.10
15.10
14.40
13.30
12.50
10.80

A (10'6 A 2)

1.7
2. 25
2.75
3.60
3.95
4.45
5.60
6. 50
8.70

0.35
0.65
0.85
l. 15
1.30
1.45
1.75
2. 05
2. 85

0.15
0.12
0.11
0.07
0.07
0.055
0.030
0.020
0.010

E(10 '4 erg)

—1.10
—1.02
-0.790
-0.261

0.242
0.741
1.89
3.15
7.81

p (103 kg/cm2)

0.0
0.405
1.03
2.44
3.93
5.27
8.22

11.6

be shifted. However, since (i) the magnitude of

E, is small and (ii) it is insensitive (as compared
to E2) to the changes of A and k, we conclude that
the neglect of higher-order terms in the cluster ex-
pansion does not influence the result very much.
Thus, using a carefully constructed pair-correla-
tion function, one may obtain excellent conver-
gence of the variational method without three-center
cluster contributions.

B. Buckingham exp-6 Potential

For the exp-6 potential

v(r) = e[0.75 e " " "~' —1.75 (r /r) j,
where the parameters e, n, and x weredetermined
by Srivastava et al. to be & = 52. 48 x 1Q ' erg,
n= 14.0, r =3.339 A, weagain used our type of
correlation function. The results of the variational.
calculation are shown in Table VIII.

To compare the calculated results with experi-
mental data, the equation of state in terms T = 0 'K,
the pressure p= —(dE/dV), was computed numeri-
cally and is tabulated in Table VIII.

C. Wang Chang's Potential

To carry out the variational calculation for Wang
Chang's potential, the modified expression for the
energy, Eq. (5.2), was used. It is seen that the
formulation is the same as that in the case of pure

spherical potential except that the effective two-

body potential is given by

v if = (5+ g P) r —cr

where the parameters are a= 1.25 x 10 "erg A,
6=4 48x10" erg A, p=4. 78x 10 erg A

In the variational calculation, the same type of
4-2 correlation function was used. The results
are shown in Table IX.

VII. SUMMARY AND DISCUSSION

The Lennard-Jones potential was only qualitative-

ly useful. Our experience would lead us to rec-
ommend Buckingham's exp-6 potential. The com-
puted results for this potential still differ consider-
ably from the experimental data; from the work
of Bruce we now believe that the fault does not lie
in our computations. On the one hand, the compu-
tation of the ground-state energy by the cluster
method now extends well into the low-density region

(R = 3.75 A), where the semiclassical method had

failed; on the other hand, when our form of pair
function is used, the truncated cluster approxima-
tion extends into the high-density region where
previous variational calculations had failed to con-
verge.

For the nonspherical Wang Chang potential, the
'results, although in general exhibiting the same
features as those of the exp-6 potential, give over-

TABLE IX. Ground-state energy per molecule and the pressure for the Wang Chang potential.

3.75
3.607
3.483
3.356
3.285
3.233
3.149
3.084
2. 982
2.938

V(cm /mole)

22. 47
20. 00
18.00
16.10
15.10
14.40
13.30
12.50
11.30
10.80

X(10"A-')

1.40
1.95
2. 50
3.15
3.65
4.20
5.3
6.1
7.75
8.80

0.25
0.60
0.85
1.10
1.30
1.45
1.75
2.00
2. 50
2. 80

0.16
0.12
0.10
0.085
0.071
0.056
0.036
0.028
0.018
0.013

E(10 ~4 erg)

—1.06
—1.02
—0. 845
—0.446
—0.039

0.364
1.31
2.38
4. 92
6.49

P (103 kg/cm2)

0.0
0.295
0.864
2.0
3.16
4.20
6.75
9.71

16.9
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corrections to the pair functions or to the single-
particle functions were not attempted.

To summarize, in computing the ground-state en-
ergy for solid hydrogen, the cluster-expansion
method has been found to be quite usable. Our
proposed model pair-correlation function, Eq.
(3.8), has apparently accomplished what it was
meant to do; i. e. , (i) it allowed computations to be
extended into higher-density regions and (ii) com-
pared to previous computations, it yielded physi-
cally reasonable results, for any of several model
intermolecular potentials.

Finally, our results are summarized in Fig. 1
(E vs V) and Fig. 2 Q vs V), which were also re-
ported in Ref. 1.
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FIG. 1. Energyperparticle in 10 erg vs volume per
mole in cm3.

all better agreement with the experimental p- V
data (see Fig. 2), especially in the region from
V = 14.4 cm'/mole (R = 3. 23 A) to V= 18.0 cm'/
mole (R = 3.48 A), the computed pressures agreed
within a few percent with experimental data. The
results begin to show drastic deviation from the
experimental results at higher densities, starting
from V= 12.0 cm'/mole. Since Wang Chang's po-
tential is obtained by fitting deBoer's potential it
may be expected to provide a usable approxima-
tion for the nonspherical intermolecular potential
for hydrogen molecules in the region from x=4~
to 10ao.

From our results, it is seen that the best agree-
ment with experimental pressure measurements is
obtained in the region from R= 3. 15 to 3. 5 A. For
R& 3.5 A, although the near-neighbor integrals fall
within the region of validity of the potential, the
rest of the potential integrals are all outside of the
region. Hence, the results are not expected to be
as reliable for R & 3. 5 A. For R ~3. 5 A (but not
less than 2. 5 A), all the important potential inte-
grals are within the region of validity of the po-
tential. The large deviation of the results from
the experimental data in this region then seems to
suggest that there are other factors, perhaps ex-
perimental, contributing to the large errors at high
densities. It should be pointed out that the non-
spherical character discussed has appeared only
in the modified potential Eq. (5. 2). Nonspherical

Eo -—Eq q+ E~+ E3+. . .,
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FIG. 2. Pressure in 10 kg/cm vs volume per mole in
cm.

APPENDIX A: CONVERGENCE OF CLUSTER EXPANSION

In the energy expression derived from the cluster
expansion, if the single-partic1. e wave function is of
the Gaussian form

y(r) = const & e " ',
then all the correction terms to the operator P,
will vanish identically. The ground-state energy
is reduced to
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E, , = Z, &f, &, E,= -„gI (+» jf»j )
i«j ij

(A1)

terms of 5, where

(« f f 'f, ') (V f;,'&)
(f;j'f;«'f j«') &fij')

where E, , is the kinetic-energy contribution to the
ground-state energy and the expression is exact.
The sum of the terms E~, the lattice sum of all the
two-center integrals, E3, the lattice sum of all the
three-center integrals, etc. , gives the con-
tribution due to the potential energy.

Regarding the cluster expansion as given by Eq.
(Al), it would seem that there is really no physical

. parameter to indicate the orders of magnitude of
the successive terms E2, E3, ~ ~ ~ . However, in the

appendix, we shall develop a relationship between
the orders of magnitude of the terms E~, E3, ~ ~ ~,
etc. , through a parameter defined by

v=&f2& —1,

which is proportional to the ratio I'/A. The valid-

ity of the truncated cluster expansion is then in

part dependent on the order of magnitude of g.
Before proceeding to the discussion, we shall

write down the sum of all the four-center integrals

&lj»ff» j'f»«'f»r'f»«'f»'f«r'&, &1'»ff» j'&

i, j, k (fij fikfil fjkfjl fkl & &fi j

hence

n=(f') 1=-«&.

Let us consider the following term:

&W jf «'f, «'&

By substituting

f «'=1+ ~ « f «'=1+ j'&

«

we have

W»,f;„f,»
= W;, (1+ 5;„)(1+f)j«)

= W„[1+(V»«+ |'j«) + h, «j) j«]

(IV f f ') —(IV )( I W(6 +5

&W„&,, ~„&
(W, , )

Hence,

(l' jf;, f, fj«&=&~ lf j& 1+ "
y

"2«;,f„'(&;,' &,,)&

ij ij
(V, ,f, , II,. II ))

( lf», f ij')

&lj 4 'f «'f»«'&

&f;j'f f,«'&

(y' A»'f*l'f i'&
(A2)

2f 2f 2) (f 2f 2f 2)-1 (f 2)-1 1 &fij ( ik »k)&.
Since it is expected that in the variational calcu-

lation f (r) -1 over most of the space cha. racterized
by the localization of the particles, we shall thus

examine the expansion of the terms E„E4, etc. , in

&f »'(~»«+ t) «+ ~'«) &

&fi j') &fi, ')
to the second order in ~.

Thus

(V„.f, , f, ~f, ') (,&
(,. )

( f„V'( IIII;,)& (f; (II; + II ))
)

(V;~f; II; I! ) (f Il; &; ) (fi (II; I' )&

)
~ ~

(lj';;f;, '& &~» jf;j'&

to the second order in &.

A typical term in E, is then expressed as

(V;;f; 'f;,'fV'& (V;;f;; ) (V f & (f )
(V; f.'(«, I;)& . (f '(II ~ '. ,))

)(f;,'f; 'f '& &f;,'&
" ' " &ffjf;,') (f;,')

&&;f;'&; & & &f; &; f');«j,
)& ( )

(p' f '(|); +& )& (f '(f');+j'j. )&
( )~

~ ~ ~

Similarly, we have

W;,f « f 1 f « fjl f«l = W j [1+ (& «+ |&j«+ t) r+ &«1+ ~«r)+ (&'«') j«+ &»«&»1+ t') «&ll+ &'«~«'r + &j«&»r+ &j«&jr

+ j««+ i l jl+ il kl+ jl kl) +
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&ffi. fi'f .
'f 'f 'f )

&tg -) ( i) q„&g, (~ " )) &fu'(~; + )))
&f 'f 'f 'f 'f 'f'& " " &~& (f ')

to the second order in 6.
A typical term in Z, is then given by

, &~(ff(f'f(2'f()'ffg'ff)'fg)'& &p((f(,'f(2'ff, '&
& v;j;,'f;, 'f, ,'&

&f(f'& &f~f'f(2'f»)'ffg'fy)'fg'& &f(,'f„'f„'& &f;,'f„'f„')

= « ff(f'& 2 &&(g(5;2532+ ~ ~ ~ )) (f(,'(5„5,„+ ~ ~ )&

&W„& (f„2) (A5)

E3 ~ J' +J'~z 3

E4 ~ J BJ'EJ 9 etc ~ 9

where

«r Zff Z'(~Z2+ 5~2) &

(AV)

&fry(5rg+ bg)&, . . . (AS)

Thus a relationship is obta, ined for each pair of

(z„z,), (z„z,), etc.
It is important to notice that the lattice sums

appearing in E(l. (AV) need not be carried too far
since the correlation function f (r) [hence 5(3)]
tends to I (to zero) for r beyond a few nearest-
neighbor distances (not more than the fourth in
most cases).

Therefore the leading term in the ratio ez'/ez
is of the order &5&, and that in the ratio e z4/e~2 is
of the order (52&, and so on. If (5) is sufficiently
small in the region cha, racterized by the localiza-
tion factor A, we may use it to determine the or-

Now it is clear that as far as 6 is concerned,
E~ is of zeroth order in 6, E3 of the first order,
E4 of the second order, and so on. If one writes

Z2= Zg ~pe J', e J'= &y'fuff/'&/& f, g'&, (A6)

where J denotes the positions of the lattice sites
with respect to a definite site chosen as origin,
then one may also write

I

ders of magnitude of the successive terms in the
expansion. We did not explore the application of
this formal method to our computations to any great
extent, because of the availability of a program to
compute E3 numerically.

APPENDIX 8

Within the subspace of a single J, the rotational
quantum operator, we have the following operator
equivalence~8:

P2 (cos 8) = p 2 [—,
' J,2 ——,

' J(J+ I)],
cos8 sin8 e"2 = —,

'
pz(Z, + J,Z,),

sin 8 e' '=pJJ,J„J,=J„+iJ,.
It is easy to show that, for J= 0,
PJ-0

and, for J=1,
2

PJ' 5 ~

The orientation-dependent part of Wang Chang's
potential is then written as

3 P(Pgf [2~gf 2~f(+/+ I)]

+ P J2 [2~22 —
2 ~2(~8+ I)] ]

Hence, for a para-para pair

8-0
9

for an ortho-para pair

2) = —~3 P (38,) —2);

and for an ortho-ortho pair

v= - ~P[(3Z„'-2)+ (3Z„'- 2)].
The results of averaging are discussed in Sec.
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An equation of state for solid hydrogen is obtained from variational calculations for pres-
sures up to 112 kbar. The Lennard-Jones potential is assumed and a brief investigation of
the Buckingham exp-6 potential is also made. It is suggested that for high densities, quan-
tum crystals may become harmonic and that Monte Carlo variational calculations for these
high-density regions may not be necessary.

I. INTRODUCTION

During the last several years there has been
a growing interest in the properties of solid hydro-
gen lga

The properties ot' the predicted high-density
metallic phase have been discussed in detail by
Ashcroft. ~ To predict the existence of this phase
requires an accurate equation of state for both the
molecular and metallic phases. This paper will
be concerned with the first of these phases; we
attempt a first refinement of the equation of state
for the molecular phase which should ultimately
enable a more precise prediction of the transition
pressure. We must at once point out that there is
considerable uncertainty in the intermolecular
potential and thus any highly refined calculations
are not very valuable at this time. Indeed the

only useful purpose such calculations can serve
at the present time is to remove some of the un-
certainty in the potential. It is for this reason that
we have limited our Monte Carlo calculations to
fairly small numbers of particles and intermediate-
length runs.

Krumhansl and Wu have used the cluster-expan-
sion method to do a variational calculation of the
equation of state of molecular hydrogen in the 0—20-
kbar range. However, Monte Carlo calculations
are more reliable because the trial wave functions
that may be used are not as limited as those which
can be used in the cluster method, and the con-
vergence of the cluster expansion is sometimes un-
certain.

In the present study, a trial wave function is
chosen, and the integrals necessary to calculate
the ground-state energy are evaluated by a Monte


